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Abstract

It is well-known that the dynamics of biaxial ferromagnets with a strong easy-plane
anisotropy is essentially governed by the Sine-Gordon equation. In this paper, we provide
a rigorous justification to this observation. More precisely, we show the convergence of the
solutions to the Landau-Lifshitz equation for biaxial ferromagnets towards the solutions to
the Sine-Gordon equation in the regime of a strong easy-plane anisotropy. Moreover, we
establish the sharpness of our convergence result.

This result holds for solutions to the Landau-Lifshitz equation in high order Sobolev
spaces. We first provide an alternative proof for local well-posedness in this setting by
introducing high order energy quantities with better symmetrization properties. We then
derive the convergence from the consistency of the Landau-Lifshitz equation with the Sine-
Gordon equation by using well-tailored energy estimates. As a by-product, we also obtain a
further derivation of the free wave regime of the Landau-Lifshitz equation.
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1 Introduction

The Landau-Lifshitz equation

∂tm+m×
(
∆m− J(m)

)
= 0, (LL)

was introduced by Landau and Lifshitz [20] as a model for the magnetization m : RN ×R → S2
in a ferromagnetic material. The matrix J := diag(J1, J2, J3) gives account of the anisotropy of
the material (see e.g. [19]). The equation describes the Hamiltonian dynamics corresponding to
the Landau-Lifshitz energy

ELL(m) :=
1

2

∫
RN

(
|∇m|2 + λ1m

2
1 + λ3m

2
3

)
.

The two values of the characteristic numbers λ1 := J2 − J1 and λ3 := J2 − J3 are non-zero for
biaxial ferromagnets, while λ1 is chosen to be equal to 0 in the case of uniaxial ferromagnets.
When λ3 < 0, uniaxial ferromagnets own an easy-axis anisotropy along the vector e3 = (0, 0, 1),
whereas the anisotropy is easy-plane along the plane x3 = 0 when λ3 > 0. The material
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is isotropic when λ1 = λ3 = 0, and the Landau-Lifshitz equation reduces to the well-known
Schrödinger map equation (see e.g. [10, 30, 6, 1] and the references therein).

In the sequel, we are interested in the dynamics of biaxial ferromagnets in a regime of strong easy-
plane anisotropy. The characteristic numbers λ1 and λ3 satisfy the inequalities 0 < λ1 ≪ 1 ≪ λ3.
More precisely, we assume that

λ1 := σε, and λ3 :=
1

ε
. (1)

As usual, the parameter ε is a small positive number, whereas σ is a fixed positive constant. In
this regime, the Landau-Lifshitz equation recasts as

∂tm+m×
(
∆m− εσm1e1 −

m3e3
ε

)
= 0,

with e1 := (1, 0, 0). In [29], Sklyanin observed that the solutions of this equation are governed
by the Sine-Gordon equation in the limit ε → 0 (see also [12]). In the physical literature, this
approximation is widely used for understanding the properties of the experimentally measurable
quantities in ferromagnets (see e.g. [24]). In order to clarify this approximation, it is useful to
introduce the hydrodynamical formulation of the Landau-Lifshitz equation.

Assume that the map m̌ := m1+ im2 corresponding to a solution m to (LL) does not vanish. In
this case, it can be written as

m̌ = (1−m2
3)

1
2
(
sin(ϕ) + i cos(ϕ)

)
.

The introduction of the phase function ϕ is reminiscent from the use of the Madelung trans-
form [21] in the context of nonlinear Schrödinger equations (see e.g. [9] for more details). This
transform leads to a hydrodynamical version of the Landau-Lifshitz equation in terms of the
variables u := m3 and ϕ, which is given by the system∂tu = div

(
(1− u2)∇ϕ

)
− λ1

2 (1− u2) sin(2ϕ),

∂tϕ = − div
(

∇u
1−u2

)
+ u |∇u|2

(1−u2)2
− u|∇ϕ|2 + u

(
λ3 − λ1 sin

2(ϕ)
)
.

(HLL)

Under the scaling in (1), this hydrodynamical system is related to the Sine-Gordon equation in
the long-wave regime corresponding to the rescaled variables (Uε,Φε) given by the identities

u(x, t) = εUε

(√
εx, t

)
, and ϕ(x, t) = Φε(

√
εx, t).

The pair (Uε,Φε) indeed satisfies∂tUε = div
(
(1− ε2U2

ε )∇Φε

)
− σ

2 (1− ε2U2
ε ) sin(2Φε),

∂tΦε = Uε

(
1− ε2σ sin2(Φε)

)
− ε2 div

(
∇Uε

1−ε2U2
ε

)
+ ε4Uε

|∇Uε|2
(1−ε2U2

ε )
2 − ε2Uε|∇Φε|2.

(HLLε)

As ε → 0, the limit system is formally given by∂tU = ∆Φ− σ
2 sin(2Φ),

∂tΦ = U.
(SGS)

Therefore, the limit function Φ is a solution to the Sine-Gordon equation

∂ttΦ−∆Φ+
σ

2
sin(2Φ) = 0. (SG)

Our main goal in the sequel is to provide a rigorous justification for this Sine-Gordon regime of
the Landau-Lifshitz equation.
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1.1 Main results

In order to analyze rigorously this regime, we introduce a functional setting in which we can
legitimate the use of the hydrodynamical framework. This condition is at least checked when
the inequality |m3| < 1 holds on RN . In terms of the hydrodynamical pair (u, φ), this writes as

|u| < 1 on RN . (2)

Under this condition, it is natural to work in the Hamiltonian framework in which the solutions
m have finite Landau-Lifshitz energy. In the hydrodynamical formulation, the Landau-Lifshitz
energy is given by

ELL(u, φ) :=
1

2

∫
RN

( |∇u|2

1− u2
+ (1− u2)|∇φ|2 + λ1(1− u2) sin2(φ) + λ3u

2
)
. (3)

As a consequence of this formula, it is natural to work with the non-vanishing set

NV(RN ) :=
{
(u, φ) ∈ H1(RN )×H1

sin(RN ) : |u| < 1 on RN
}
.

In this definition, we have set

H1
sin(RN ) :=

{
v ∈ L1

loc(RN ) : ∇v ∈ L2(RN ) and sin(v) ∈ L2(RN )
}
.

The set H1
sin(RN ) is an additive group. It is naturally endowed with the pseudometric distance

d1sin(v1, v2) :=
(∥∥ sin(v1 − v2)

∥∥2
L2 +

∥∥∇v1 −∇v2
∥∥2
L2

) 1
2
,

which vanishes if and only if v1−v2 ∈ πZ. This quantity is not a distance on the group H1
sin(RN ),

but it is on the quotient group H1
sin(RN )/πZ. In the sequel, we identify the set H1

sin(RN ) with
this quotient group when necessary, in particular when a metric structure is required. This
identification is not a difficulty as far as we deal with the hydrodynamical form of the Landau-
Lifshitz equation and with the Sine-Gordon equation. Both the equations are indeed left invariant
by adding a constant number in πZ to the phase functions ϕ, respectively, Φ. This property is
one of the motivations for introducing the pseudometric distance d1sin. We refer to Appendix A
for more details concerning this distance, as well as the set H1

sin(RN ).

Our derivation of the Sine-Gordon equation also requires to control the non-vanishing condition
in (2) along the flow of the Landau-Lifshitz equation. In dimension one, it follows from the
Sobolev embedding theorem that the function u is uniformly controlled in the non-vanishing set
NV(R). This property does not remain in higher dimensions. In the sequel, we by-pass this
difficulty by restricting our analysis to solutions (u, φ) with additional regularity. There might
be other ways to handle this problem. Requiring additional smoothness is also useful for our
rigorous derivation of the Sine-Gordon regime.

Given an integer k ≥ 1, we set

NVk(RN ) :=
{
(u, φ) ∈ Hk(RN )×Hk

sin(RN ) : |u| < 1 on RN
}
. (4)

Here, the additive group Hk
sin(RN ) is defined as

Hk
sin(RN ) :=

{
v ∈ L1

loc(RN ) : ∇v ∈ Hk−1(RN ) and sin(v) ∈ L2(RN )
}
.

As before, we identify this group, when necessary, with the quotient group Hk
sin(RN )/πZ, and

then we endow it with the distance

dksin(v1, v2) :=
(∥∥ sin(v1 − v2)

∥∥2
L2 +

∥∥∇v1 −∇v2
∥∥2
Hk−1

) 1
2
. (5)

With this notation at hand, the vanishing set NV(RN ) identifies with NV1(RN ).

We are now in position to state our main result.
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Theorem 1. Let N ≥ 1 and k ∈ N, with k > N/2 + 1, and 0 < ε < 1. Consider an initial
condition (U0

ε ,Φ
0
ε) ∈ NVk+2(RN ) and set

K0
ε :=

∥∥U0
ε

∥∥
Hk + ε

∥∥∇U0
ε

∥∥
Hk +

∥∥∇Φ0
ε

∥∥
Hk +

∥∥ sin(Φ0
ε)
∥∥
Hk .

Consider similarly an initial condition (U0,Φ0) ∈ L2(RN ) ×H1
sin(RN ), and denote by (U,Φ) ∈

C0(R, L2(RN ) × H1
sin(RN )) the unique corresponding solution to (SGS). Then, there exists a

positive number C∗, depending only on σ, k and N , such that, if the initial data satisfy the
condition

C∗ εK0
ε ≤ 1, (6)

we have the following statements.

(i) There exists a positive number

Tε ≥
1

C∗(K0
ε)

2
, (7)

such that there exists a unique solution (Uε,Φε) ∈ C0([0, Tε],NVk+1(RN )) to (HLLε) with initial
datum (U0

ε ,Φ
0
ε).

(ii) If Φ0
ε − Φ0 ∈ L2(RN ), then we have∥∥Φε(·, t)− Φ(·, t)

∥∥
L2 ≤ C∗

(∥∥Φ0
ε − Φ0

∥∥
L2 +

∥∥U0
ε − U0

∥∥
L2 + ε2K0

ε

(
1 +K0

ε

)3)
eC∗t, (8)

for any 0 ≤ t ≤ Tε.

(iii) If N ≥ 2, or N = 1 and k > N/2 + 2, then we have∥∥Uε(·, t)− U(·, t)
∥∥
L2 +

∥∥∇Φε(·, t)−∇Φ(·, t)
∥∥
L2 +

∥∥ sin(Φε(·, t)− Φ(·, t))
∥∥
L2

≤ C∗

(∥∥U0
ε − U0

∥∥
L2 +

∥∥∇Φ0
ε −∇Φ0

∥∥
L2 +

∥∥ sin(Φ0
ε − Φ0)

∥∥
L2 + ε2K0

ε

(
1 +K0

ε

)3)
eC∗t,

(9)

for any 0 ≤ t ≤ Tε.

(iv) Take (U0,Φ0) ∈ Hk(RN )×Hk+1
sin (RN ) and set

κ0ε := K0
ε +

∥∥U0
∥∥
Hk +

∥∥∇Φ0
∥∥
Hk +

∥∥ sin(Φ0)
∥∥
Hk .

There exists a positive number A∗, depending only on σ, k and N , such that the solution (U,Φ)
lies in C0([0, T ∗

ε ],H
k(RN )×Hk+1

sin (RN )) for a positive number

Tε ≥ T ∗
ε ≥ 1

A∗(κ0ε)
2
. (10)

Moreover, when k > N/2 + 3, we have∥∥Uε(·, t)− U(·, t)
∥∥
Hk−3 +

∥∥∇Φε(·, t)−∇Φ(·, t)
∥∥
Hk−3 +

∥∥ sin(Φε(·, t)− Φ(·, t))
∥∥
Hk−3

≤ A∗ e
A∗(1+κ0

ε)
2t×

×
(∥∥U0

ε − U0
∥∥
Hk−3 +

∥∥∇Φ0
ε −∇Φ0

∥∥
Hk−3 +

∥∥ sin(Φ0
ε − Φ0)

∥∥
Hk−3 + ε2κ0ε

(
1 + κ0ε

)3)
,

(11)

for any 0 ≤ t ≤ T ∗
ε .

In arbitrary dimension, Theorem 1 provides a quantified convergence of the Landau-Lifshitz
equation towards the Sine-Gordon equation in the regime of strong easy-plane anisotropy. Three
types of convergence are proved depending on the dimension, and the levels of regularity of the
solutions. This trichotomy is related to the analysis of the Cauchy problems for the Landau-
Lifshitz and Sine-Gordon equations.
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In its natural Hamiltonian framework, the Sine-Gordon equation is globally well-posed. Its
Hamiltonian is the Sine-Gordon energy

ESG(ϕ) :=
1

2

∫
RN

(
(∂tϕ)

2 + |∇ϕ|2 + σ sin(ϕ)2
)
. (12)

Given an initial condition (Φ0,Φ1) ∈ H1
sin(RN ) × L2(RN ), there exists a unique corresponding

solution Φ ∈ C0(R,H1
sin(RN )) to (SG), with ∂tΦ ∈ C0(R, L2(RN )). Moreover, the Sine-Gordon

equation is locally well-posed in the spaces Hk
sin(RN )×Hk−1(RN ), when k > N/2 + 1. In other

words, the solution Φ remains in C0([0, T ],Hk
sin(RN )), with ∂tΦ ∈ C0([0, T ],Hk−1(RN )), at least

locally in time, when (Φ0,Φ1) ∈ Hk
sin(RN ) × Hk−1(RN ). We refer to Subsection 1.2 below for

more details regarding these two results and their proofs.

In contrast, the Cauchy problem for the Landau-Lifshitz equation at its Hamiltonian level is far
from being completely understood. Global weak and strong solutions are known to exist (see
e.g. [16, 1] and the references therein), but blow-up can occur (see [23]).

On the other hand, the Landau-Lifshitz equation is locally well-posed at the same level of high
regularity as the Sine-Gordon equation. In the hydrodynamical context, this reads as the exis-
tence of a maximal time Tmax and a unique solution (U,Φ) ∈ C0([0, Tmax),NVk−1(RN )) to (HLL)
corresponding to an initial condition (U0,Φ0) ∈ NVk(RN ), when k > N/2 + 1 (see Corollary 1
in Subsection 1.3). Note the loss of one derivative here. This loss explains why we take ini-
tial conditions (U0

ε ,Φ
0
ε) in NVk+2(RN ), though the quantity K0

ε is already well-defined when
(U0

ε ,Φ
0
ε) ∈ NVk+1(RN ).

In view of this local well-posedness result, we restrict our analysis of the Sine-Gordon regime
to the solutions (Uε,Φε) to the rescaled system (HLLε) with sufficient regularity. A further
difficulty then lies in the fact that their maximal times of existence possibly depend on the small
parameter ε.

Statement (i) in Theorem 1 provides an explicit control on these maximal times. In view of (7),
these maximal times are bounded from below by a positive number depending only on the choice
of the initial data (U0

ε ,Φ
0
ε). Note that, in case a family of initial data (U0

ε ,Φ
0
ε) converges towards

a pair (U0,Φ0) in Hk(RN )×Hk
sin(RN ) as ε → 0, it is possible to find a positive number T such

that all the corresponding solutions (Uε,Φε) are well-defined on [0, T ]. This property is necessary
in order to make possible a consistent analysis of the limit ε → 0.

Statement (i) only holds when the initial data (U0
ε ,Φ

0
ε) satisfy the condition in (6). However,

this condition is not a restriction in the limit ε → 0. It is satisfied by any fixed pair (U0,Φ0) ∈
NVk+1(RN ) provided that ε is small enough, so that it is also satisfied by a family of initial data
(U0

ε ,Φ
0
ε), which converges towards a pair (U0,Φ0) in Hk(RN )×Hk

sin(RN ) as ε → 0.

Statements (ii) and (iii) in Theorem 1 provide two estimates (8) and (9) between the previous
solutions (Uε,Φε) to (HLLε), and an arbitrary global solution (U,Φ) to (SGS) at the Hamiltonian
level. The first one yields an L2-control on the difference Φε − Φ, the second one, an energetic
control on the difference (Uε,Φε) − (U,Φ). Due to the fact that the difference Φε − Φ is not
necessarily in L2(RN ), statement (ii) is restricted to initial conditions such that this property is
satisfied.

Finally, statement (iv) bounds the difference between the solutions (Uε,Φε) and (U,Φ) at the
same initial Sobolev level. In this case, we also have to control the maximal time of regularity
of the solutions (U,Φ). This follows from the control from below in (10), which is of the same
order as the one in (7).

We then obtain the Sobolev estimate in (11) of the difference (Uε,Φε) − (U,Φ) with a loss of
three derivatives. Here, the choice of the Sobolev exponents k > N/2+3 is tailored so as to gain
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a uniform control on the functions Uε−U , ∇Φε−∇Φ and sin(Φε−Φ) by the Sobolev embedding
theorem.

A loss of derivatives is natural in the context of long-wave regimes (see e.g. [3, 4] and the references
therein). It is related to the terms with first and second-order derivatives in the right-hand side
of (HLLε). This loss is the reason why the energetic estimate in statement (iii) requires an extra
derivative in dimension one, that is the condition k > N/2 + 2. Using the Sobolev bounds (30)
in Corollary 2 below, we can (partly) recover this loss by a standard interpolation argument, and
deduce an estimate in Hℓ(RN )×Hℓ+1

sin (RN ) for any number ℓ < k. In this case, the error terms
are no more of order ε2 as in the right-hand sides of (8), (9) and (11). Our presentation of the
convergence results in Theorem 1 is motivated by the fact that a control of order ε2 is sharp.

As a matter of fact, the system (SGS) owns explicit travelling-wave solutions. Up to a suitable
scaling for which σ = 1, and up to the geometric invariance by translation, they are given by the
kink and anti-kink functions

u±c (x, t) = ± c√
1− c2 cosh

(
x−ct√
1−c2

) , and ϕ±
c (x, t) = 2 arctan

(
e
∓ x−ct√

1−c2

)
, (13)

for any speed c ∈ (−1, 1). The hydrodynamical Landau-Lifshitz system (HLLε) similarly owns
explicit travelling-wave solutions (Uc,ε,Φc,ε) with speed c, for which their exists a positive number
A, depending only on c, such that

∥Uc,ε − u+c ∥L2 + ∥∇Φc,ε −∇ϕ+
c ∥L2 + ∥ sin(Φc,ε − ϕ+

c )
∥∥
L2 ∼

ε→0
Aε2.

Hence, the estimate by ε2 in (8), (9) and (11) is indeed optimal. We refer to Appendix C for
more details about this topic, and more generally, about the travelling-wave solutions to the
Landau-Lifshitz equation.

As a by-product of our analysis, we can also analyze the wave regime for the Landau-Lifshitz
equation. This regime is obtained when the parameter σ is allowed to vary so as to converge to
0. At least formally, a solution (Uε,σ,Φε,σ) to (HLLε) indeed satisfies the free wave system{

∂tU = ∆Φ,

∂tΦ = U,
(FW)

when ε → 0 and σ → 0. In particular, the function Φ is solution to the free wave equation

∂ttΦ−∆Φ = 0.

The following result provides a rigorous justification for this asymptotic approximation.

Theorem 2. Let N ≥ 1 and k ∈ N, with k > N/2 + 1, and 0 < ε, σ < 1. Consider an initial
condition (U0

ε,σ,Φ
0
ε,σ) ∈ NVk+2(RN ) and set

K0
ε,σ :=

∥∥U0
ε,σ

∥∥
Hk + ε

∥∥∇U0
ε,σ

∥∥
Hk +

∥∥∇Φ0
ε,σ

∥∥
Hk + σ

1
2

∥∥ sin(Φ0
ε,σ)
∥∥
L2 .

Let m ∈ N, with 0 ≤ m ≤ k−2. Consider similarly an initial condition (U0,Φ0) ∈ Hm−1(RN )×
Hm(RN ), and denote by (U,Φ) ∈ C0(R,Hm−1(RN )×Hm(RN )) the unique corresponding solution
to (FW). Then, there exists a positive number C∗, depending only on k and N , such that, if the
initial datum satisfies the condition

C∗ εK0
ε,σ ≤ 1, (14)

the following statements hold true.
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(i) There exists a positive number

Tε,σ ≥ 1

C∗max{ε, σ}(1 +K0
ε,σ)

max{2, k
2
}
, (15)

such that there exists a unique solution (Uε,σ,Φε,σ) ∈ C0([0, Tε,σ],NVk+1(RN )) to (HLLε) with
initial datum (U0

ε,σ,Φ
0
ε,σ).

(ii) If Φ0
ε,σ − Φ0 ∈ Hm(RN ), then we have the estimate∥∥Uε,σ(·, t)− U(·, t)

∥∥
Hm−1 +

∥∥Φε,σ(·, t)− Φ(·, t)
∥∥
Hm ≤ C∗

(
1 + t2

) (∥∥U0
ε,σ − U0

∥∥
Hm−1

+
∥∥Φ0

ε,σ − Φ0
∥∥
Hm +max

{
ε2, σ

1
2
}
K0

ε,σ

(
1 +K0

ε,σ

)max{2,m}
)
,

(16)

for any 0 ≤ t ≤ Tε,σ. In addition, we also have∥∥Uε,σ(·, t)− U(·, t)
∥∥
Ḣℓ−1 +

∥∥Φε,σ(·, t)− Φ(·, t)
∥∥
Ḣℓ ≤ C∗

(
1 + t

) (∥∥U0
ε,σ − U0

∥∥
Ḣℓ−1

+
∥∥Φ0

ε,σ − Φ0
∥∥
Ḣℓ +max

{
ε2, σ

}
K0

ε,σ

(
1 +K0

ε,σ

)max{2,ℓ}
)
,

(17)

for any 1 ≤ ℓ ≤ m and any 0 ≤ t ≤ Tε,σ.

The wave regime of the Landau-Lifshitz equation was first derived rigorously by Shatah and
Zeng [28], as a special case of the wave regimes for the Schrödinger map equations with values
into arbitrary Kähler manifolds. The derivation in [28] relies on energy estimates, which are
similar in spirit to the ones we establish in the sequel, and a compactness argument. Getting rid
of this compactness argument provides the quantified version of the convergence in Theorem 2.
This improvement is based on the arguments developed by Béthuel, Danchin and Smets [2]
in order to quantify the convergence of the Gross-Pitaevskii equation towards the free wave
equation in a similar long-wave regime. Similar arguments were also applied in [7] in order
to derive rigorously the (modified) Korteweg-de Vries and (modified) Kadomtsev-Petviashvili
regimes of the Landau-Lifshitz equation (see also [15]).

In the remaining part of this introduction, we detail the main ingredients in the proof of The-
orem 1. We first clarify the analysis of the Cauchy problems for the Sine-Gordon and Landau-
Lifshitz equations.

1.2 The Cauchy problem for the Sine-Gordon equation

The Sine-Gordon equation is a semilinear wave equation with a Lipschitz nonlinearity. The
well-posedness analysis of the corresponding Cauchy problem is classical (see e.g [27, Chapter 6]
and [11, Chapter 12]). With the proof of Theorem 1 in mind, we now provide some precisions
about this analysis in the context of the product sets Hk

sin(RN )×Hk−1(RN ).

In the Hamiltonian framework, it is natural to solve the equation for initial conditions ϕ(·, 0) =
ϕ0 ∈ H1

sin(RN ) and ∂tϕ(·, 0) = ϕ1 ∈ L2(RN ), which guarantees the finiteness of the Sine-Gordon
energy in (12). Note that we do not assume that the function ϕ0 lies in L2(RN ). This is motivated
by formula (13) for the one-dimensional solitons ϕ±

c , which lie in H1
sin(R), but not in L2(R). In

this Hamiltonian setting, the Cauchy problem for (SG) is globally well-posed.

Theorem 3. Let σ ∈ R∗. Given two functions (ϕ0, ϕ1) ∈ H1
sin(RN ) × L2(RN ), there exists a

unique solution ϕ ∈ C0(R, ϕ0+H1(RN )), with ∂tϕ ∈ C0(R, L2(RN )), to the Sine-Gordon equation
with initial conditions (ϕ0, ϕ1). Moreover, this solution satisfies the following statements.
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(i) For any positive number T , there exists a positive number A, depending only on σ and T ,
such that the flow map (ϕ0, ϕ1) 7→ (ϕ, ∂tϕ) satisfies

d1sin
(
ϕ(·, t), ϕ̃(·, t)

)
+
∥∥∂tϕ(·, t)− ∂tϕ̃(·, t)

∥∥
L2 ≤ A

(
d1sin
(
ϕ0, ϕ̃0

)
+
∥∥ϕ1 − ϕ̃1

∥∥
L2

)
,

for any t ∈ [−T, T ]. Here, the function ϕ̃ is the unique solution to the Sine-Gordon equation with
initial conditions (ϕ̃0, ϕ̃1).

(ii) When ϕ0 ∈ H2
sin(RN ) and ϕ1 ∈ H1(RN ), the solution ϕ belongs to the space C0(R, ϕ0 +

H2(RN )), with ∂tϕ ∈ C0(R,H1(RN )) and ∂ttϕ ∈ C0(R, L2(RN )).

(iii) The Sine-Gordon energy ESG is conserved along the flow.

The proof of Theorem 3 relies on a classical fixed-point argument. The only difficulty consists
in working in the unusual functional setting provided by the set H1

sin(RN ). This difficulty is
by-passed by applying the strategy developed by Buckingham and Miller in [5, Appendix B] (see
also [13] for similar arguments in the context of the Gross-Pitaevskii equation). In dimension
N = 1, they fix a function f ∈ C∞(R), with (possibly different) limits ℓ±π at ±∞, and with
a derivative f ′ in the Schwartz class. Given a real number p ≥ 1, they consider an initial
datum (ϕ0 = f + φ0, ϕ1), with (φ0, ϕ1) ∈ Lp(R)2, and they apply a fixed-point argument in
order to construct the unique corresponding solution ϕ = f + φ to the Sine-Gordon equation,
with φ ∈ L∞([0, T ], Lp(R)) for some positive number T . This solution is global when ϕ0 lies in
W 1,p(R). In view of Lemmas A.1 and A.3 below, this result includes all the functions ϕ0 in the
space H1

sin(R) for p = 2.

Our proof of Theorem 3 extends this strategy to arbitrary dimensions. We fix a smooth function
f ∈ H∞

sin(RN ) := ∩k≥1H
k
sin(RN ), and we apply a fixed-point argument in order to solve the

Cauchy problem for initial conditions ϕ0 ∈ f +H1(RN ) and ϕ1 ∈ L2(RN ). We finally check the
local Lipschitz continuity in H1

sin(RN )× L2(RN ) of the corresponding flow.

With the proof of Theorem 1 in mind, we also extend this analysis to the initial conditions
ϕ0 ∈ Hk

sin(RN ) and ϕ1 ∈ Hk−1(RN ), with k ∈ N∗. When the integer k is large enough, we obtain
the following local well-posedness result.

Theorem 4. Let σ ∈ R∗ and k ∈ N, with k > N/2 + 1. Given two functions (ϕ0, ϕ1) ∈
Hk

sin(RN )×Hk−1(RN ), there exist a positive number T k
max, and a unique solution ϕ ∈ C0([0, T k

max),
ϕ0 + Hk(RN )), with ∂tϕ ∈ C0([0, T k

max),H
k−1(RN )), to the Sine-Gordon equation with initial

conditions (ϕ0, ϕ1). Moreover, this solution satisfies the following statements.

(i) The maximal time of existence T k
max is characterized by the condition

lim
t→Tk

max

dksin
(
ϕ(·, t), 0

)
= ∞ if T k

max < ∞.

(ii) Let 0 ≤ T < T k
max. There exist two positive numbers R and A, depending only on T ,

dksin(ϕ
0, 0) and ∥ϕ1∥Hk−1 , such that the flow map (ϕ0, ϕ1) 7→ (ϕ, ∂tϕ) is well-defined from the ball

B
(
(ϕ0, ϕ1), R) =

{
(ϕ̃0, ϕ̃1) ∈ Hk

sin(RN )×Hk−1(RN ) : dksin(ϕ
0, ϕ̃0) + ∥ϕ1 − ϕ̃1∥Hk−1 < R

}
,

to C0([0, T ],Hk
sin(RN ))×Hk−1(RN )), and satisfies

dksin
(
ϕ(·, t), ϕ̃(·, t)

)
+
∥∥∂tϕ(·, t)− ∂tϕ̃(·, t)

∥∥
Hk−1 ≤ A

(
dksin
(
ϕ0, ϕ̃0

)
+
∥∥ϕ1 − ϕ̃1

∥∥
Hk−1

)
,

for any t ∈ [0, T ]. Here, the function ϕ̃ is the unique solution to the Sine-Gordon equation with
initial conditions (ϕ̃0, ϕ̃1).
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(iii) When ϕ0 ∈ Hk+1
sin (RN ) and ϕ1 ∈ Hk(RN ), the function ϕ is in C0([0, T k

max), ϕ
0+Hk+1(RN )),

with ∂tϕ ∈ C0([0, T k
max),H

k(RN )) and ∂ttϕ ∈ C0([0, T k
max),H

k−1(RN )). In particular, the maxi-
mal time of existence T k+1

max satisfies
T k+1
max = T k

max.

(iv) When 1 ≤ N ≤ 3, the solution ϕ is global in time. Moreover, when N ∈ {2, 3}, the flow
remains continuous for k = 2.

Theorem 4 follows from a fixed-point argument similar to the one of Theorem 3. The control on
the nonlinear terms is derived from a uniform bound on the gradient of the solutions. This is
the origin of the condition k > N/2 + 1 for which the Sobolev embedding theorem guarantees a
uniform control on the gradient. This condition is natural in the context of the spaces Hk

sin(RN ).
Indeed, a function f ∈ Hk

sin(RN ) is not controlled uniformly (see Remark A.2, and the discussion
in Appendix A). At least in principle, the classical condition k > N/2 is not sufficient to handle
the nonlinear terms of the Sine-Gordon equation.

The maximal time of existence T k
max in statement (i) can be estimated by performing standard

energy estimates. When 1 ≤ N ≤ 3, this leads to the global well-posedness of the Sine-Gordon
equation in the space Hk

sin(RN )×Hk−1(RN ) for k > N/2 + 1. Actually, it is possible to extend
this global well-posedness result to dimensions 4 ≤ N ≤ 9. This extension relies on the Strichartz
estimates for the free wave equation (see e.g. [18]), and the use of fractional Sobolev spaces. A
blow-up in finite time is possible when N ≥ 10. For the sake of simplicity, and since this is
not our main goal, we do not address this question any further. We refer to [31] for a detailed
discussion on this topic, and for the construction of blowing-up solutions to related semilinear
wave systems.

When 1 ≤ N ≤ 3, the fixed-point arguments in the proofs of Theorems 3 and 4 provide the
continuity of the flow with values in C0([0, T ],Hk

sin(RN ) × Hk−1(RN )) for any positive number
T , except if k = 2 and 2 ≤ N ≤ 3. We fill this gap by performing standard energy estimates. We
conclude that the Sine-Gordon equation is globally well-posed in the spaces Hk

sin(RN )×Hk(RN )
for any 1 ≤ N ≤ 3 and any k ≥ 1.

Note finally that the previous well-posedness analysis of the Sine-Gordon equation translates
immediately into the Sine-Gordon system (SGS) by setting u = ∂tϕ.

1.3 The Cauchy problem for the Landau-Lifshitz equation

The Landau-Lifshitz equation is an anisotropic perturbation of the Schrödinger map equation.
Solving the Cauchy problem for this further equation is known to be intrinsically involved due to
the geometric nature of the equation (see e.g. [1]). The situation is similar for the Landau-Lifshitz
equation, but one has also to handle the anisotropy of the equation.

The natural functional setting for solving the Landau-Lifshitz equation is given by the energy
set

E(RN ) :=
{
v ∈ L1

loc(RN ,S2) : ∇v ∈ L2(RN ) and (v1, v3) ∈ L2(RN )2
}
.

We endow this set with the metric structure provided by the norm

∥v∥Z1 :=
(
∥v1∥2H1 + ∥v2∥2L∞ + ∥∇v2∥2L2 + ∥v3∥2H1

) 1
2 ,

of the vector space

Z1(RN ) :=
{
v ∈ L1

loc(RN ,R3) : ∇v ∈ L2(RN ), v2 ∈ L∞(RN ) and (v1, v3) ∈ L2(RN )2
}
.
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With this structure at hand, the Landau-Lifshitz energy is well-defined and continuous. The
uniform control on the second component v2 in the Z1-norm is not necessary to guarantee these
properties, but it is in order to ensure the map ∥ · ∥Z1 to be a norm. This uniform control is
not the only possible choice. Our choice is motivated by the boundedness of the functions v in
E(RN ).

To our knowledge, establishing the global well-posedness of the Landau-Lifshitz equation for
general initial data in the energy set E(RN ) remains an open question. We do not address this
question any further in the sequel. However, it is possible to construct global weak solutions by
adapting the construction by Sulem, Sulem and Bardos [30] in the case of the Schrödinger map
equation. Due to the requirement of additional smoothness in order to handle the Sine-Gordon
regime, we instead focus on the local well-posedness of smooth solutions.

Given an integer k ≥ 1, we introduce the set

Ek(RN ) :=
{
v ∈ E(RN ) : ∇v ∈ Hk−1(RN )

}
,

which we endow with the metric structure provided by the norm

∥v∥Zk :=
(
∥v1∥2Hk + ∥v2∥2L∞ + ∥∇v2∥2Hk−1 + ∥v3∥2Hk

) 1
2 ,

of the vector space

Zk(RN ) :=
{
v ∈ L1

loc(RN ,R3) : (v1, v3) ∈ L2(RN )2, v2 ∈ L∞(RN ) and ∇v ∈ Hk−1(RN )
}
. (18)

Observe that the energy space E(RN ) identifies with E1(RN ).

When k is large enough, we show the local well-posedness of the Landau-Lifshitz equation in the
set Ek(RN ).

Theorem 5. Let λ1 and λ3 be non-negative numbers, and k ∈ N, with k > N/2 + 1. Given
any function m0 ∈ Ek(RN ), there exists a positive number Tmax and a unique solution m :
RN × [0, Tmax) → S2 to the Landau-Lifshitz equation with initial datum m0, which satisfies the
following statements.

(i) The solution m is in the space L∞([0, T ], Ek(RN )), while its time derivative ∂tm is in
L∞([0, T ],Hk−2(RN )), for any number 0 < T < Tmax.

(ii) If the maximal time of existence Tmax is finite, then∫ Tmax

0
∥∇m(·, t)∥2L∞ dt = ∞. (19)

(iii) The flow map m0 7→ m is well-defined and locally Lipschitz continuous from Ek(RN ) to
C0([0, T ], Ek−1(RN )) for any number 0 < T < Tmax.

(iv) When m0 ∈ Eℓ(RN ), with ℓ > k, the solution m lies in L∞([0, T ], Eℓ(RN )), with ∂tm ∈
L∞([0, T ],Hℓ−2(RN )) for any number 0 < T < Tmax.

(v) The Landau-Lifshitz energy is conserved along the flow.

Theorem 5 provides the existence and uniqueness of a local continuous flow corresponding to
smooth solutions of the Landau-Lifshitz equation. This kind of statement is standard in the
context of hyperbolic systems (see e.g. [32, Theorem 1.2]). The critical regularity for the equation
is given by the condition k = N/2, so that local well-posedness is expected when k > N/2 + 1.
As in the proof of Theorem 4, this assumption is used to control uniformly the gradient of the
solutions by the Sobolev embedding theorem.
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In the isotropic case of the Schrödinger map equation, local well-posedness at the same level
of regularity was established in [6] when N = 1 by using the Hasimoto transform, and in [22]
in arbitrary dimensions by using parallel transport (see also [34, 30, 10] for the construction of
smooth solutions). Our proof of Theorem 5 is based on a more direct strategy. We introduce
new quantities, which improve classical energy estimates. This approach applies to the isotropic
situation of the Schrödinger map equation, as well as to the anisotropic setting of the Landau-
Lifshitz equation.

In contrast with the proof of Theorem 4, we do not rely on a fixed-point argument, but on a
compactness argument. Due to this difference, the solutions m corresponding to initial data
m0 ∈ Ek(RN ) are not necessarily continuous with values in Ek(RN ), but they remain bounded
with values in this set. Continuity is recovered with a loss of one derivative, that is in Ek−1(RN ),
and the flow map is then locally Lipschitz continuous. By standard interpolation, the solutions
are actually continuous with values in the fractional sets

Es(RN ) :=
{
v ∈ E(RN ) : ∇v ∈ Hs−1(RN )

}
,

as soon as 1 ≤ s < k.

More precisely, the construction of the solution m in Theorem 5 is based on the strategy developed
by Sulem, Sulem and Bardos [30] in the context of the Schrödinger map equation. The first step
is to compute a priori energy estimates. Given a fixed positive number T and a smooth solution
m : RN × [0, T ] → S2 to the Landau-Lifshitz equation, we define an energy of order k ≥ 2 as

Ek
LL(t) :=

1

2

∑
|α|=k−2

∫
RN

(
|∂t∂α

xm|2 + |∆∂α
xm|2 + (λ1 + λ3)

(
|∇∂α

xm1|2 + |∇∂α
xm3|2

)
+ λ1λ3

(
|∂α

xm1|2 + |∂α
xm3|2

))
(x, t) dx,

(20)

for any t ∈ [0, T ]. Here as in the sequel, we set ∂α
x := ∂α1

x1
. . . ∂αN

xN
for any α ∈ NN . We can

differentiate this quantity so as to obtain the following energy estimates.

Proposition 1. Let λ1 and λ3 be fixed non-negative numbers, and k ∈ N, with k > 1 +
N/2. Assume that m is a solution to (LL), which lies in C0([0, T ], Ek+2(RN )), with ∂tm ∈
C0([0, T ],Hk(RN )).

(i) The Landau-Lifshitz energy is well-defined and conserved along the flow, that is

E1
LL(t) := ELL

(
m(·, t)

)
= E1

LL(0),

for any t ∈ [0, T ].

(ii) Given any integer 2 ≤ ℓ ≤ k, the energies Eℓ
LL are of class C1 on [0, T ], and there exists a

positive number Ck, depending only on k, such that their derivatives satisfy[
Eℓ

LL

]′
(t) ≤ Ck

(
1 + ∥m1(·, t)∥2L∞ + ∥m3(·, t)∥2L∞ + ∥∇m(·, t)∥2L∞

)
Σℓ
LL(t), (21)

for any t ∈ [0, T ]. Here, we have set Σℓ
LL :=

∑ℓ
j=1E

j
LL.

We next discretize the equation by using a finite-difference scheme. The a priori bounds remain
available in this discretized setting. We then apply standard weak compactness and local strong
compactness results in order to construct local weak solutions, which satisfy statement (i) in
Theorem 5. Applying the Gronwall lemma to the inequalities in (21) prevents a possible blow-up
when the condition in (19) is not satisfied.

Finally, we establish uniqueness, as well as continuity with respect to the initial datum, by
computing energy estimates for the difference of two solutions. More precisely, we show
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Proposition 2. Let λ1 and λ3 be non-negative numbers, and k ∈ N, with k > N/2 + 1. Con-
sider two solutions m and m̃ to (LL), which lie in C0([0, T ], Ek+1(RN )), with (∂tm,∂tm̃) ∈
C0([0, T ],Hk−1(RN ))2, and set u := m̃−m and v := (m̃+m)/2.

(i) The function

E0
LL(t) :=

1

2

∫
RN

∣∣u(x, t)− u02(x) e2
∣∣2 dx, (22)

is of class C1 on [0, T ], and there exists a positive number C such that[
E0
LL

]′
(t) ≤ C

(
1 + ∥∇m̃(·, t)∥L2 + ∥∇m(·, t)∥L2 + ∥m̃1(·, t)∥L2 + ∥m1(·, t)∥L2

+ ∥m̃3(·, t)∥L2 + ∥m3(·, t)∥L2

) (
∥u(·, t)− u02 e2∥2L2 + ∥u(·, t)∥2L∞ + ∥∇u(·, t)∥2L2 + ∥∇u02∥2L2

)
,

(23)

for any t ∈ [0, T ].

(ii) The function

E1
LL(t) :=

1

2

∫
RN

(
|∇u|2 + |u×∇v + v ×∇u|2

)
(x, t) dx,

is of class C1 on [0, T ], and there exists a positive number C such that[
E1
LL

]′
(t) ≤ C

(
1 + ∥∇m(·, t)∥2L∞ + ∥∇m̃(·, t)∥2L∞

) (
∥u(·, t)∥2L∞ + ∥∇u(·, t)∥2L2

)
×

×
(
1 + ∥∇m(·, t)∥L∞ + ∥∇m̃(·, t)∥L∞ + ∥∇m(·, t)∥H1 + ∥∇m̃(·, t)∥H1

)
.

(24)

(iii) Let 2 ≤ ℓ ≤ k − 1. The function

Eℓ
LL(t) :=

1

2

∑
|α|=ℓ−2

∫
RN

(
|∂t∂α

xu|2 + |∆∂α
xu|2 + (λ1 + λ3)

(
|∇∂α

xu1|2 + |∇∂α
xu3|2

)
+ λ1λ3

(
|∂α

xu1|2 + |∂α
xu3|2

))
(x, t) dx,

is of class C1 on [0, T ], and there exists a positive number Ck, depending only on k, such that[
Eℓ
LL

]′
(t) ≤ Ck

(
1 + ∥∇m(·, t)∥2Hℓ + ∥∇m̃(·, t)∥2Hℓ + ∥∇m(·, t)∥2L∞ + ∥∇m̃(·, t)∥2L∞

+ δℓ=2

(
∥m̃1(·, t)∥L2 + ∥m1(·, t)∥L2 + ∥m̃3(·, t)∥L2 + ∥m3(·, t)∥L2

)) (
Sℓ

LL(t) + ∥u(·, t)∥2L∞
)
.

(25)

Here, we have set Sℓ
LL :=

∑ℓ
j=0 E

j
LL.

When ℓ ≥ 2, the quantities Eℓ
LL in Proposition 2 are anisotropic versions of the ones used in [30]

for similar purposes. Their explicit form is related to the linear part of the second-order equation
in (3.3). The quantity E0

LL is tailored to close off the estimates.

The introduction of the quantity E1
LL is of a different nature. The functions ∇u and u ×∇v +

v ×∇u in its definition appear as the good variables for performing hyperbolic estimates at an
H1-level. They provide a better symmetrization corresponding to a further cancellation of the
higher order terms. Without any use of the Hasimoto transform, or of parallel transport, this
makes possible a direct proof of local well-posedness at an Hk-level, with k > N/2 + 1 instead
of k > N/2 + 2. We refer to the proof of Proposition 2 in Subsection 3.3 for more details.

With the proof of Theorem 1 in mind, we now translate the analysis of the Cauchy problem for
the Landau-Lifshitz equation into the hydrodynamical framework. We obtain the following local
well-posedness result, which makes possible the analysis of the Sine-Gordon regime in Theorem 1.
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Corollary 1. Let λ1 and λ3 be non-negative numbers, and k ∈ N, with k > N/2 + 1. Given
any pair (u0, ϕ0) ∈ NVk(RN ), there exists a positive number Tmax and a unique solution (u, ϕ) :
RN × [0, Tmax) → (−1, 1)×R to (HLL) with initial datum (u0, ϕ0), which satisfies the following
statements.

(i) The solution (u, ϕ) is in the space L∞([0, T ],NVk(RN )), while its time derivative (∂tu, ∂tϕ)
is in L∞([0, T ],Hk−2(RN )2), for any number 0 < T < Tmax.

(ii) If the maximal time of existence Tmax is finite, then∫ Tmax

0

(∥∥∥ ∇u(·, t)
(1− u(·, t)2)

1
2

∥∥∥2
L∞

+
∥∥∥(1−u(·, t)2)

1
2∇ϕ(·, t)

∥∥∥2
L∞

)
dt = ∞, or lim

t→Tmax

∥u(·, t)∥L∞ = 1.

(iii) The flow map (u0, ϕ0) 7→ (u, ϕ) is well-defined, and locally Lipschitz continuous from
NVk(RN ) to C0([0, T ],NVk−1(RN )) for any number 0 < T < Tmax.

(iv) When (u0, ϕ0) ∈ NVℓ(RN ), with ℓ > k, the solution (u, ϕ) lies in L∞([0, T ],NVℓ(RN )),
with (∂tu, ∂tϕ) ∈ L∞([0, T ],Hℓ−2(RN )2) for any number 0 < T < Tmax.

(v) The Landau-Lifshitz energy in (3) is conserved along the flow.

Remark 1. Here as in the sequel, the set L∞([0, T ], Hk
sin(RN )) is defined as

L∞([0, T ],Hk
sin(RN )

)
:=
{
v ∈ L1

loc(RN×[0, T ],R) : sup
0≤t≤T

∥ sin(v(·, t))∥L2+∥∇v(·, t)∥Hk−1 < ∞
}
,

for any integer k ≥ 1 and any positive number T . This definition is consistent with the fact that
a family (v(·, t))0≤t≤T of functions in Hk

sin(RN ) (identified with the quotient group Hk
sin(RN )/πZ)

is then bounded with respect to the distance dksin. In particular, the set L∞([0, T ],NVk(RN )) is
given by

L∞([0, T ],NVk(RN )
)
:=
{
(u, ϕ) ∈ L1

loc(RN × [0, T ],R2) : |u| < 1 on RN × [0, T ]

and sup
0≤t≤T

∥u(·, t)∥Hk−1 + ∥ sin(ϕ(·, t))∥L2 + ∥∇ϕ(·, t)∥Hk−1 < ∞
}
.

The proof of Corollary 1 is complicated by the metric structure corresponding to the set Hk
sin(RN ).

Establishing the continuity of the flow map with respect to the pseudometric distance dksin is not
so immediate. We by-pass this difficulty by using some simple trigonometric identities. We refer
to Subsection 3.5 below for more details.

Another difficulty lies in controlling the non-vanishing condition in (2). Due to the Sobolev
embedding theorem, this can be done at an Hk-level, with k > N/2+ 1. However, this does not
prevent a possible break-up of this condition in finite time. Statement (ii) exactly expresses this
simple fact. In the hydrodynamical setting, blow-up can originate from either blow-up in the
original setting, or the break-up of the non-vanishing condition.

1.4 Sketch of the proof of Theorem 1

When (U0
ε ,Φ

0
ε) lies in NVk+2(RN ), we deduce from Corollary 1 above the existence of a positive

number Tmax, and a unique solution (Uε,Φε) ∈ C0([0, Tmax),NVk+1(RN )) to (HLLε) with initial
datum (U0

ε ,Φ
0
ε). The maximal time of existence Tmax a priori depends on the scaling parameter

ε. The number Tmax might become smaller and smaller in the limit ε → 0, so that analyzing
this limit would have no sense.
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As a consequence, our first task in the proof of Theorem 1 is to provide a control on Tmax. In
view of the conditions in statement (ii) of Corollary 1, this control can be derived from uniform
bounds on the functions Uε, ∇Uε and ∇Φε. Taking into account the Sobolev embedding theorem
and the fact that k > N/2 + 1, we are left with the computations of energy estimates for the
functions Uε and Φε, at least in the spaces Hk(RN ), respectively Hk

sin(RN ).

In this direction, we recall that the Landau-Lifshitz energy corresponding to the scaled hydro-
dynamical system (HLLε) writes as

Eε(Uε,Φε) =
1

2

∫
RN

(
ε2

|∇Uε|2

1− ε2U2
ε

+ U2
ε + (1− ε2U2

ε )|∇Φε|2 + σ(1− ε2U2
ε ) sin

2(Φε)
)
.

Hence, it is natural to define an energy of order k ∈ N∗ according to the formula

Ek
ε (Uε,Φε) :=

1

2

∑
|α|=k−1

∫
RN

(
ε2

|∇∂α
xUε|2

1− ε2U2
ε

+ |∂α
xUε|2 + (1− ε2U2

ε )|∇∂α
xΦε|2

+ σ(1− ε2U2
ε )|∂α

x sin(Φε)|2
)
.

(26)

The factors 1− ε2U2
ε in this expression, as well as the non-quadratic term corresponding to the

function sin(Φε), are of substantial importance. As for the energy Eε(Uε,Φε), they provide a
better symmetrization of the energy estimates corresponding to the quantities Ek

ε (Uε,Φε) by
inducing cancellations in the higher order terms. More precisely, we have

Proposition 3. Let ε be a fixed positive number, and k ∈ N, with k > N/2 + 1. Consider a
solution (Uε,Φε) to (HLLε), with (Uε,Φε) ∈ C0([0, T ],NVk+3(RN )) for a fixed positive number
T , and assume that

inf
RN×[0,T ]

1− ε2U2
ε ≥ 1

2
. (27)

There exists a positive number C, depending only on k and N , such that[
Eℓ

ε

]′
(t) ≤ C max

{
1, σ

3
2
} (

1 + ε4
) (

∥ sin(Φε(·, t))∥2L∞ + ∥Uε(·, t)∥2L∞ + ∥∇Φε(·, t)∥2L∞

+ ∥∇Uε(·, t)∥2L∞ + ∥d2Φε(·, t)∥2L∞ + ε2∥d2Uε(·, t)∥2L∞

+ ε ∥∇Φε(·, t)∥L∞
(
∥∇Φε(·, t)∥2L∞ + ∥∇Uε(·, t)∥2L∞

))
Σk+1
ε (t),

(28)

for any t ∈ [0, T ] and any 2 ≤ ℓ ≤ k + 1. Here, we have set Σk+1
ε :=

∑k+1
j=1 E

j
ε .

As a first consequence of Proposition 3, the maximal time Tmax is at least of order 1/(∥U0
ε ∥Hk +

ε∥∇U0
ε ∥Hk+∥∇Φ0

ε∥Hk+∥ sin(Φ0
ε)∥Hk)2, when the initial conditions (U0

ε ,Φ
0
ε) satisfy the inequality

in (6). In particular, the dependence of Tmax on the small parameter ε only results from the
possible dependence of the pair (U0

ε ,Φ
0
ε) on ε. Choosing suitably these initial conditions, we can

assume without loss of generality that Tmax is uniformly bounded from below when ε tends to
0, so that analyzing this limit makes sense. More precisely, we deduce from Proposition 3 the
following results.

Corollary 2. Let ε be a fixed positive number, and k ∈ N, with k > N/2 + 1. There exists
a positive number C∗, depending only on σ, k and N , such that if an initial datum (U0

ε ,Φ
0
ε) ∈

NVk+2(RN ) satisfies

C∗ε
(∥∥U0

ε

∥∥
Hk + ε

∥∥∇U0
ε

∥∥
Hk +

∥∥∇Φ0
ε

∥∥
Hk +

∥∥ sin(Φ0
ε)
∥∥
Hk

)
≤ 1, (29)
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then there exists a positive time

Tε ≥
1

C∗
(
∥U0

ε ∥Hk + ε∥∇U0
ε ∥Hk + ∥∇Φ0

ε∥Hk + ∥ sin(Φ0
ε)∥Hk

)2 ,
such that the unique solution (Uε,Φε) to (HLLε) with initial condition (U0

ε ,Φ
0
ε) satisfies the

uniform bound

ε
∥∥Uε(·, t)

∥∥
L∞ ≤ 1√

2
,

as well as the energy estimate∥∥Uε(·, t)
∥∥
Hk + ε

∥∥∇Uε(·, t)
∥∥
Hk+

∥∥∇Φε(·, t)
∥∥
Hk +

∥∥ sin(Φε(·, t))
∥∥
Hk

≤ C∗

(∥∥U0
ε

∥∥
Hk + ε

∥∥∇U0
ε

∥∥
Hk +

∥∥∇Φ0
ε

∥∥
Hk +

∥∥ sin(Φ0
ε)
∥∥
Hk

)
,

(30)

for any 0 ≤ t ≤ Tε.

Remark 2. In the one-dimensional case, the conservation of the energy provides a much direct
control on the quantity ε∥Uε∥L∞ . This claim follows from the inequality

ε2∥Uε∥2L∞ ≤ 2ε2
∫
R
|U ′

ε(x)| |Uε(x)| dx ≤ ε

∫
R

(
ε2U ′

ε(x)
2 + Uε(x)

2
)
dx.

When ε∥U0
ε ∥L∞ < 1, and the quantity εEε(0) is small enough, combining this inequality with

the conservation of the energy Eε and performing a continuity argument give a uniform control
on the function εUε for any possible time.

As a further consequence of Proposition 3, Corollary 2 also provides the Sobolev control in (30)
on the solution (Uε,Φε), which is uniform with respect to ε. This control is crucial in the proof
of Theorem 1. As a matter of fact, the key ingredient in this proof is the consistency of (HLLε)
with the Sine-Gordon system in the limit ε → 0. Indeed, we can rewrite (HLLε) as∂tUε = ∆Φε − σ

2 sin(2Φε) + ε2RU
ε ,

∂tΦε = Uε + ε2RΦ
ε ,

(31)

where we have set
RU

ε := −div
(
U2
ε ∇Φε

)
+ σU2

ε sin(Φε) cos(Φε), (32)

and

RΦ
ε := −σUε sin2(Φε)− div

( ∇Uε

1− ε2U2
ε

)
+ ε2Uε

|∇Uε|2

(1− ε2U2
ε )

2
− Uε |∇Φε|2. (33)

In view of the Sobolev control in (30), the remainder terms RU
ε and RΦ

ε are bounded uniformly
with respect to ε in Sobolev spaces, with a loss of three derivatives. Due to this observation, the
differences uε := Uε −U and φε := Φε −Φ between a solution (Uε,Φε) to (HLLε) and a solution
(U,Φ) to (SGS) are expected to be of order ε2, if the corresponding initial conditions are close
enough.

The proof of this claim would be immediate if the system (31) would not contain the nonlinear
term sin(2Φε). Due to this extra term, we have to apply a Gronwall argument in order to control
the differences uε and φε. Rolling out this argument requires an additional Sobolev control on
the solution (U,Φ) to (SGS).
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In this direction, we use the consistency of the systems (31) and (SGS) so as to mimic the proof
of Corollary 2 for a solution (U,Φ) to (SGS). Indeed, when ε = 0, the quantities Ek

ε in (26)
reduce to

Ek
SG(U,Φ) :=

1

2

∑
|α|=k−1

∫
RN

(
|∂α

xU |2 + |∂α
x∇Φ|2 + σ|∂α

x sin(Φ)|2
)
.

When (U,Φ) is a smooth enough solution to (SGS), we can perform energy estimates on these
quantities in order to obtain

Lemma 1. Let k ∈ N, with k > N/2+ 1. There exists a positive number A∗, depending only on
σ, k and N , such that, given any initial datum (U0,Φ0) ∈ Hk−1(RN )×Hk

sin(RN ), there exists a
positive time

T∗ ≥
1

A∗
(
∥U0∥Hk−1 + ∥∇Φ0∥Hk−1 + ∥ sin(Φ0)∥Hk−1

)2 ,
such that the unique solution (U,Φ) to (SGS) with initial condition (U0,Φ0) satisfies the energy
estimate

∥U(·, t)∥Hk−1 + ∥∇Φ(·, t)∥Hk−1+∥ sin(Φ(·, t))∥Hk−1

≤A∗

(
∥U0∥Hk−1 + ∥∇Φ0∥Hk−1 + ∥ sin(Φ0)∥Hk−1

)
,

for any 0 ≤ t ≤ T∗.

In view of (SGS) and (31), the differences vε = Uε − U and φε = Φε − Φ satisfy{
∂tvε = ∆φε − σ sin(φε) cos(Φε +Φ) + ε2RU

ε ,

∂tφε = vε + ε2RΦ
ε .

(34)

With Corollary 2 and Lemma 1 at hand, we can control these differences by performing similar
energy estimates on the functionals

Ek
SG :=

1

2

∑
|α|=k−1

∫
RN

(
|∂α

x vε|2 + |∂α
x∇φε|2 + σ|∂α

x sin(φε)|2
)
. (35)

This is enough to obtain

Proposition 4. Let k ∈ N, with k > N/2+1. Given an initial condition (U0
ε ,Φ

0
ε) ∈ NVk+2(RN ),

assume that the unique corresponding solution (Uε,Φε) to (HLLε) is well-defined on a time in-
terval [0, T ] for a positive number T , and that it satisfies the uniform bound

ε
∥∥Uε(·, t)

∥∥
L∞ ≤ 1√

2
, (36)

for any t ∈ [0, T ]. Consider similarly an initial condition (U0,Φ0) ∈ L2(RN ) × H1
sin(RN ), and

denote by (U,Φ) ∈ C0(R, L2(RN ) ×H1
sin(RN )) the unique corresponding solution to (SGS). Set

uε := Uε − U , φε := Φε − Φ, and

Kε(T ) := max
t∈[0,T ]

(
∥Uε(·, t)∥Hk + ε∥∇Uε(·, t)∥Hk + ∥∇Φε(·, t)∥Hk + ∥ sin(Φε(·, t))∥Hk

)
.

(i) Assume that Φ0
ε −Φ0 ∈ L2(RN ). Then, there exists a positive number C1, depending only on

σ and N , such that

∥φε(·, t)∥L2 ≤ C1

(
∥φ0

ε∥L2 + ∥v0ε∥L2 + ε2Kε(T )
(
1 + ε2Kε(T )

2 +Kε(T )
3
))

eC1t, (37)
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for any t ∈ [0, T ].

(ii) Assume that N ≥ 2, or that N = 1 and k > N/2 + 2. Then, there exists a positive number
C2, depending only on σ and N , such that

∥uε(·, t)∥L2 + ∥∇φε(·, t)∥L2 + ∥ sin(φε(·, t))∥L2 ≤ C2

(
∥u0ε∥L2 + ∥∇φ0

ε∥L2 + ∥ sin(φ0
ε)∥L2

+ ε2Kε(T )
(
1 + ε2Kε(T )

2 +Kε(T )
3
))

eC2t,
(38)

for any t ∈ [0, T ].

(iii) Assume that k > N/2+3 and that the pair (U,Φ) belongs to C0([0, T ],Hk(RN )×Hk+1
sin (RN )).

Set
κε(T ) := Kε(T ) + max

t∈[0,T ]

(
∥U(·, t)∥Hk + ∥∇Φ(·, t)∥Hk + ∥ sin(Φ(·, t))∥Hk

)
.

Then, there exists a positive number Ck, depending only on σ, k and N , such that

∥uε(·, t)∥Hk−3 + ∥∇φε(·, t)∥Hk−3 + ∥ sin(φε(·, t))∥Hk−3

≤ Ck

(
∥u0ε∥Hk−3 + ∥∇φ0

ε∥Hk−3 + ∥ sin(φ0
ε)∥Hk−3

+ ε2 κε(T )
(
1 + ε2κε(T )

2 + (1 + ε2)κε(T )
3
))

eCk(1+κε(T )2)t,

(39)

for any t ∈ [0, T ].

We are now in position to conclude the proof of Theorem 1.

Proof of Theorem 1. In view of Corollaries 1 and 2, there exists a positive number C∗, depending
only on σ, k and N , for which, given any initial condition (U0

ε ,Φ
0
ε) ∈ NVk+2(RN ) such that (6)

holds, there exists a number Tε satisfying (7) such that the unique solution (Uε,Φε) to (HLLε)
with initial conditions (U0

ε ,Φ
0
ε) lies in C0([0, Tε],NVk+1(RN )). Moreover, the quantity Kε(Tε) in

Proposition 4 is bounded by
Kε(Tε) ≤ C∗Kε(0).

Enlarging if necessary the value of C∗, we then deduce statements (ii) and (iii) in Theorem 1
from statements (i) and (ii) in Proposition 4.

Similarly, given a pair (U0,Φ0) ∈ Hk(RN )×Hk+1
sin (RN )), we derive from Theorem 4 and Lemma 1

the existence of a number T ∗
ε such that (10) holds, and the unique solution (U,Φ) to (SGS) with

initial conditions (U0,Φ0) is in C0([0, T ∗
ε ],H

k(RN )×Hk+1
sin (RN )). Statement (iv) in Theorem 1

then follows from statement (iii) in Proposition 4. This completes the proof of Theorem 1.

1.5 Outline of the paper

The paper is organized as follows. In the next section, we gather the proofs of Theorems 3 and 4
concerning the Cauchy problem for the Sine-Gordon equation. These results are well-known by
the experts, but we did not find their proofs in the literature. For the sake of completeness, we
provide them below.

Section 3 is devoted to the analysis of the local well-posedness of the Landau-Lifshitz equation
in the original and hydrodynamical frameworks.

In Section 4, we collect the various elements concerning the derivation of the Sine-Gordon regime
in Theorem 1 by addressing the proofs of Proposition 3, Corollary 2, Lemma 1 and Proposition 4.

We similarly clarify the derivation of the wave equation in Section 5.
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In Appendix A, we describe the main properties of the sets Hk
sin(RN ), while Appendix B gathers

the tame estimates that we use in our computations. Finally, Appendix C contains more material
about the solitons for the one-dimensional Landau-Lifshitz equations and their correspondence
with the solitons for the Sine-Gordon equation.

2 The Cauchy problem for the Sine-Gordon equation in the prod-
uct sets Hk

sin(RN)×Hk−1(RN)

In this section, we assume, up to a scaling in space, that σ = ±1, and we refer to Appendix A
for the various notations concerning the spaces Hk

sin(RN ).

2.1 Proof of Theorem 3

The proof follows from the following proposition.

Proposition 2.1. Let f ∈ H∞
sin(RN ). Given two functions (φ0, ϕ1) ∈ H1(RN )× L2(RN ), there

exists a unique function φ ∈ C0(R,H1(RN )) ∩ C1(R, L2(RN )) such that ϕ = f + φ satisfies the
Sine-Gordon equation with initial conditions (ϕ0 = f + φ0, ϕ1). Moreover, this solution satisfies
the following statements.

(i) For any positive number T , the flow map (φ0, ϕ1) 7→ (φ, ∂tϕ) is continuous from H1(RN ) ×
L2(RN ) to C0([−T, T ],H1(RN ))× C0([−T, T ], L2(RN )).

(ii) When φ0 ∈ H2(RN ) and ϕ1 ∈ H1(RN ), the function φ belongs to the space C0(R,H2(RN ))∩
C1(R,H1(RN )) ∩ C2(R, L2(R)).
(iii) The Sine-Gordon energy ESG is conserved along the flow.

Proof. We decompose a solution ϕ to the Sine-Gordon equation as ϕ = f + φ. The function φ
then solves the nonlinear wave equation

∂ttφ−∆φ = ∆f − σ

2
sin(2f + 2φ), (2.1)

with a Lipschitz nonlinearity H(φ) := −σ sin(2f+2φ)/2. Therefore, we can apply the contraction
mapping theorem in order to construct a unique local solution. Its global nature, the continuity
of the corresponding flow and the conservation of the energy then follow from standard arguments
in the context of the nonlinear wave equations. For the sake of completeness, we provide the
following details.

The Duhamel formula for the nonlinear wave equation (2.1) with initial conditions (φ(·, 0) =
φ0, ∂tφ(·, 0) = φ1) writes as

φ(·, t) = A(φ)(·, t) := cos(tD)φ0 +
sin(tD)

D
φ1 −

∫ t

0
sin((t− τ)D)Df dτ

+

∫ t

0

sin((t− τ)D)

D
H(φ)(·, τ)dτ,

(2.2)

where we set, here as in the sequel, D :=
√
−∆. In order to solve this equation, we now apply

the contraction mapping theorem to the functional A in the function space C0([−T, T ],H1(RN ))
for a well-chosen positive number T .

Let k ∈ N. Given a function g ∈ Hk(RN ), we know that

cos(tD)g ∈ C0(R,Hk(RN )) ∩ C1(R,Hk−1(RN )), (2.3)
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and
Dj sin(tD)g ∈ C0(R,Hk−j(RN )) ∩ C1(R, Hk−j−1(RN )), (2.4)

for any integer j ≥ −1 (see e.g. [33]). Since Df is in H∞(RN ) := ∩∞
ℓ=1H

ℓ(RN ), the first three
terms in the definition of the functional A are well-defined and belong to C0(R,H1(RN )) ∩
C1(R, L2(RN )).

Let T > 0. Since f is in H1
sin(RN ), the function H(v) belongs to C0([−T, T ],H1(RN )), when v

lies in this space. In view of (2.3) and (2.4), the last term in the definition of the function A(v) is
therefore in C0([−T, T ],H2(RN ))∩C1([−T, T ],H1(RN )). Hence, the map A is well-defined from
C0([−T, T ],H1(RN )) to C0([−T, T ], H1(RN )) ∩ C1([−T, T ], L2(RN )), and its time derivative is
given by

∂tA(v)(·, t) = − sin(tD)Dφ0 + cos(tD)φ1 +

∫ t

0
cos((t− τ)D)

(
H(v)(·, τ) + ∆f

)
dτ,

when v ∈ C0([−T, T ], H1(RN )).

Given two functions (v1, v2) ∈ C0([−T, T ],H1(RN )2, we next have

A(v1)(·, t)−A(v2)(·, t) =
∫ t

0

sin((t− τ)D)

D

(
H(v1)(·, τ)−H(v2)(·, τ)

)
dτ.

Since ∥∥H(v1)−H(v2)
∥∥
C0([−T,T ],L2)

≤ ∥v1 − v2∥C0([−T,T ],L2),

and since the operators sin(νD) and sin(νD)/(νD) are bounded on L2(RN ), uniformly with
respect to ν ∈ R, we deduce that

∥A(v1)−A(v2)∥C0([−T,T ],H1) ≤ T
√

1 + T 2∥v1 − v2∥C0([−T,T ],L2).

Taking T = 1/2, we conclude that the functional A is a contraction on C0([−1/2, 1/2], L2(RN )).
The contraction mapping theorem provides the existence and uniqueness of a solution φ ∈
C0([−1/2, 1/2],H1(RN )) to the equation φ = A(φ), which is also in C1(R, L2(RN )) due to this
fixed-point equation. Since the existence time T = 1/2 is independent of the initial conditions,
we can extend this unique solution on R. Note finally that the function ϕ = f + φ solves
the Sine-Gordon equation with initial datum (ϕ0 = f + φ0, ϕ1 = φ1) (at least in the sense of
distributions).

In order to prove (i), we make explicit the dependence on the initial conditions (φ0, φ1) of the
functional A by writing Aφ0,φ1 . Given another pair of initial conditions (φ̃0, φ̃1) ∈ H1(RN ) ×
L2(RN ), we infer again from (2.3) and (2.4) that∥∥Aφ0,φ1(v)−Aφ̃0,φ̃1(ṽ)

∥∥
C0([−T,T ],H1)

+
∥∥∂tAφ0,φ1(v)− ∂tAφ̃0,φ̃1(ṽ)

∥∥
C0([−T,T ],L2)

≤ 2∥φ0 − φ̃0∥H1 +
√

1 + T 2∥φ1 − φ̃1∥L2 + T (1 +
√

1 + T 2)∥v − ṽ∥C0([−T,T ],L2),

for any functions (v, ṽ) ∈ C0([−T, T ],H1)2. Taking T = 1/4 so that T (1 +
√
1 + T 2) < 1, we

deduce the existence of a universal constant K such that the solutions φ and φ̃ corresponding
to the initial conditions (φ0, φ1), respectively (φ̃0, φ̃1), satisfy∥∥φ− φ̃

∥∥
C0([− 1

4
, 1
4
],H1)

+
∥∥∂tφ− ∂tφ̃

∥∥
C0([− 1

4
, 1
4
],L2)

≤ K
(
∥φ0 − φ̃0∥H1 + ∥φ1 − φ̃1∥L2

)
.

A covering argument is enough to establish the continuity of the flow with respect to the initial
datum.
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When the initial datum (φ0, φ1) lies in H2(RN )×H1(RN ), it follows from (2.3) and (2.4) that the
first two terms in the definition of the functional A are in C0(R,H2(RN ))∩C1(R,H1(RN )). Due
to the smoothness of the function f , this is also true for the third term, while we have already
proved this property for the fourth term, when φ is in C0(R, H1(RN )). As a consequence, it only
remains to invoke the equation φ = A(φ) in order to prove that the solution φ is actually in
C0(R,H2(RN )) ∩ C1(R,H1(RN )). Coming back to (2.1), we conclude that the solution φ is also
in C2(R, L2(RN )).

In this situation, we are authorized to differentiate the Sine-Gordon energy and to integrate by
parts in order to compute

d

dt
ESG(ϕ(·, t)) = 0.

Therefore, the energy of a solution φ ∈ C0(R,H2(RN )) ∩ C1(R, H1(RN )) ∩ C0(R, L2(RN )) is
conserved along the flow. In the general situation where the solution is only in C0(R, H1(RN ))∩
C1(R, L2(RN )), the conservation of the energy follows from the continuity of the flow by applying
a standard density argument.

With Proposition 2.1 at hand, we are in position to show Theorem 3.

Proof of Theorem 3. Consider initial conditions (ϕ0, ϕ1) ∈ H1
sin(RN ) × H1(RN ). Lemma A.1

provides the existence of two functions f ∈ H∞
sin(RN ) and φ0 ∈ H1(RN ) such that ϕ0 = f + φ0.

In this case, the space ϕ0 + H1(RN ) is equal to f + H1(RN ). Proposition 2.1 then provides
the existence of a solution to the Sine-Gordon equation ϕ = f + φ ∈ C0(R, ϕ0 +H1(RN )), with
∂tϕ ∈ C0(R, L2(RN )), for the initial conditions (ϕ0, ϕ1).

Concerning the uniqueness of this solution, we have to prove that it does not depend on the
choice of the function f . Given an alternative decomposition ϕ0 = f̃ + φ̃0 and the corresponding
solution ϕ̃ = f̃ + φ̃, we observe that

f̃ − f = φ0 − φ̃0 ∈ H1(RN ).

Hence, the function f̃−f+ φ̃ is a solution in C0(R,H1(RN ))∩C1(R, L2(RN )) to (2.1) with initial
conditions (φ0, ϕ1). Since w is the unique solution of this equation, we deduce that φ = f̃−f+φ̃,
which means exactly that ϕ = ϕ̃.

Statements (ii) and (iii) are then direct consequences of (ii) and (iii) in Proposition 2.1. Con-
cerning (i), we come back to the contraction mapping argument in the proof of this proposition.
We make explicit the dependence on the parameters in the definition of A and H by writing
Af,φ0,φ1 and Hf . We check that∥∥Hf (v)−Hf̃ (ṽ)

∥∥
C0([−T,T ],L2)

≤
∥∥ sin(f − f̃)

∥∥
L2 + ∥v − ṽ∥C0([−T,T ],L2),

when (f, f̃) ∈ H1
sin(RN )2 and (v, ṽ) ∈ C0([−T, T ],H1(RN ))2. Applying (2.3) and (2.4), we obtain∥∥Aφ0,φ1,f (v)−Aφ̃0,φ̃1,f̃ (ṽ)

∥∥
C0([−T,T ],H1)

+
∥∥∂tAφ0,φ1,f (v)− ∂tAφ̃0,φ̃1,f̃ (ṽ)

∥∥
C0([−T,T ],L2)

≤ 2
∥∥φ0 − φ̃0

∥∥
H1 + (1 +

√
1 + T 2)

∥∥φ1 − φ̃1
∥∥
L2 + 2T

∥∥∇f −∇f̃∥H1

+ T (1 +
√

1 + T 2)
(∥∥ sin(f − f̃)

∥∥
L2 +

∥∥v − ṽ
∥∥
C0([−T,T ],L2)

)
,

for any (φ0, φ̃0) ∈ H1(RN )2 and (φ1, φ̃1) ∈ L2(RN )2. Taking T = 1/4, we are led to the existence
of a universal constant K such that the solutions φ and φ̃ corresponding to the initial conditions
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(φ0, φ1), respectively (φ̃0, φ̃1), satisfy∥∥φ− φ̃
∥∥
C0([− 1

4
, 1
4
],H1)

+
∥∥∂tφ− ∂tφ̃

∥∥
C0([− 1

4
, 1
4
],L2)

≤K
(∥∥φ0 − φ̃0

∥∥
H1 +

∥∥φ1 − φ̃1
∥∥
L2 +

∥∥f − f̃
∥∥
H2

sin

)
.

Invoking the estimates in Lemma A.1, this inequality can be translated in terms of the functions
ϕ and ϕ̃ as ∥∥ϕ− ϕ̃+ f̃ − f

∥∥
C0([− 1

4
, 1
4
],H1)

+
∥∥∂tϕ− ∂tϕ̃

∥∥
C0([− 1

4
, 1
4
],L2)

≤K
(
d1sin
(
ϕ0, ϕ̃0

)
+
∥∥ϕ1 − ϕ̃1

∥∥
L2

)
.

(2.5)

It remains to use the inequalities

∥ sin(ϕ− ϕ̃)∥L2 ≤ ∥ sin(f − f̃)∥L2 + ∥φ− φ̃∥L2 ≤ d1sin(ϕ
0, ϕ̃0) + ∥φ− φ̃∥L2 ,

and

∥∇ϕ−∇ϕ̃∥L2 ≤ ∥∇f −∇f̃∥L2 + ∥∇φ−∇φ̃∥L2 ≤ d1sin(ϕ
0, ϕ̃0) + ∥∇φ−∇φ̃∥L2 ,

to obtain the estimate in (i) for T = 1/4. The general case follows from a covering argument.

2.2 Proof of Theorem 4

We split the proof into three steps.

Step 1. Local well-posedness in the product sets Hk
sin(RN )×Hk−1(RN ).

Concerning the existence and uniqueness of a solution, we apply again the contraction mapping
theorem. Consider initial conditions (ϕ0, ϕ1) ∈ Hk

sin(RN )×Hk−1(RN ), write ϕ0 = f + φ0, with
f ∈ H∞

sin(RN ) and φ0 ∈ Hk−1(RN ), and set φ1 = ϕ1. Going back to the Duhamel formula in (2.2),
we derive from (2.3) and (2.4) that the first three terms in the definition of the functional A are
in C0([0, T ],Hk(RN )) ∩ C1([0, T ],Hk−1(RN )). Concerning the last term, we invoke the Moser
estimates in Corollary B.2 and the Sobolev embedding theorem in order to check that

∥∇H(v)∥Hk−1 ≤ C
(
1 + ∥∇v∥k−1

L∞ + ∥∇f∥k−1
L∞
)(
∥∇v∥Hk−1 + ∥∇f∥Hk−1

)
,

when v ∈ Hk(RN ). Here as in the sequel, the positive number C only depends on k and N . Due
to the Sobolev embedding theorem, the functional A is well-defined on C0([0, T ],Hk(RN )), with
values in C0([0, T ],Hk(RN )) ∩ C1([0, T ], Hk−1(RN )). Moreover, we check that

∥A(v)∥C0([0,T ],Hk) ≤∥φ0∥Hk + (1 + T )∥φ1∥Hk−1 + T∥f∥Hk+1
sin

+ T 2
(
∥ sin(f)∥L2 + ∥v∥L2

)
+ CT

(
1 + ∥∇v∥k−1

L∞ + ∥∇f∥k−1
L∞
)(
∥∇v∥Hk−1 + ∥∇f∥Hk−1

)
,

(2.6)

when v belongs to C0([0, T ],Hk(RN )). Note here that A actually takes values in C0([0, T ],
Hk+1(RN )) ∩ C1([0, T ],Hk(RN )), when ϕ0 ∈ Hk+1

sin (RN ) and ϕ1 ∈ Hk(RN ).

Next, we again deduce from Corollary B.2 and the Sobolev embedding theorem that

∥∇H(v1)−∇H(v2)∥Hk−1 =
∥∥∇( sin(v1 − v2) cos(2f + v1 + v2)

)∥∥
Hk−1

≤C
(
1 + ∥∇v1∥k−1

L∞ + ∥∇v2∥k−1
L∞ + ∥∇f∥k−1

L∞
)
×

×
(
1 + ∥∇v1∥Hk−1 + ∥∇v2∥Hk−1 + ∥∇f∥Hk−1

)∥∥v1 − v2∥Hk ,
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when (v1, v2) ∈ Hk(RN )2. When v1 and v2 belong to C0([0, T ],Hk(RN )), we obtain

∥A(v1)−A(v2)∥C0([0,T ],Hk) ≤ CT
(
T∥v1 − v2∥C0([0,T ],L2) +

∥∥v1 − v2∥C0([0,T ],Hk)×

×
(
1 + ∥∇v1∥kC0([0,T ],Hk) + ∥∇v2∥kC0([0,T ],Hk) + ∥∇f∥kC0([0,T ],Hk)

))
.

(2.7)

At this stage, we set R0 := ∥φ0∥Hk +∥φ1∥Hk−1 . In view of (2.6) and (2.7), there exists a positive
number T0 such that the functional A is a contraction on the closed ball

BR :=
{
v ∈ C0([0, T ],Hk(RN )) : ∥v∥C0([0,T ],Hk) ≤ R

}
.

The existence and uniqueness of a local solution ϕ = f + φ to the Sine-Gordon equation with
initial conditions (ϕ0, ϕ1) then follows from the contraction mapping theorem. The property
that it belongs to C0([0, T k

max), ϕ
0 + Hk(RN )), with ∂tϕ ∈ C0([0, T k

max), H
k−1(RN )), as well as

the local Lipschitz continuous dependence on the initial datum in (ii), can be derived as in the
proof of Theorem 3 (invoking, when necessary, the Moser estimates and the Sobolev embedding
theorem).

Concerning the characterization of the maximal time of existence T k
max, we infer by contradiction

from the previous contraction argument that we have

lim
t→Tk

max

∥φ(·, t)∥Hk = ∞ if T k
max < ∞.

The characterization in (i) then follows from the formula ϕ(·, t) = f + φ(·, t), which guarantees
that

∥φ(·, t)∥Hk − ∥f∥Hk
sin

≤ dksin(ϕ(·, t), 0) ≤ ∥φ(·, t)∥Hk + ∥f∥Hk
sin
,

for any t ∈ [0, T k
max).

When ϕ0 ∈ Hk+1
sin (RN ) and ϕ1 ∈ Hk(RN ), it follows from the fixed-point equation that the

solution ϕ is in C0([0, T k
max), ϕ

0 +Hk+1(RN )), with ∂tϕ ∈ C0([0, T k
max),H

k(RN )). By uniqueness
of the solution, the function ϕ is the restriction to the interval [0, T k

max) of the solution ϕ̃ in
C0([0, T k+1

max ), ϕ
0 +Hk+1(RN )), with ∂tϕ̃ ∈ C0([0, T k+1

max ), H
k(RN )). Hence, we have

T k
max ≤ T k+1

max .

The equality in this formula is then a consequence of the characterization in (i).

In order to complete the proof of (iii), note that the Moser estimates and the Sobolev embedding
theorem also guarantee that the function sin(2ϕ) belongs to C0([0, T k

max),H
k+1(RN )). As a con-

sequence of the Sine-Gordon equation, the function ∂ttϕ is therefore in C0([0, T k
max),H

k−1(RN )).

At this stage, it only remains to establish statement (iv). We first address the question of global
well-posedness.

Step 2. Global well-posedness when 1 ≤ N ≤ 3.

In view of statement (iii) in Theorem 4, the maximal time of existence T k
max is equal to T kN

max,
where kN denotes the smallest integer larger than N/2 + 1. As a consequence, we are allowed
to reduce the proof to the case k = kN . We then argue by contradiction assuming that T kN

max is
finite, and we obtain a contradiction by controlling uniformly the quantity dkNsin (ϕ(·, t), 0) on the
time interval [0, T kN

max).

With this goal in mind, we introduce the function

Eℓ(t) =
1

2

∫
RN

(
(∂tD

ℓ−1ϕ(x, t))2 + (Dℓϕ(x, t))2
)
dx,
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for any 1 ≤ ℓ ≤ kN . This function is well-defined for any t ∈ [0, T kN
max). By Theorem 3, the

solution ϕ belongs to C0(R, ϕ0+H2(R)), with ∂tϕ ∈ C0(R,H1(R)). Hence, there exists a positive
number E2 such that ∫

RN

sin
(
ϕ(x, t)

)2
dx+E1(t) + E2(t) ≤ E2, (2.8)

for any t ∈ [0, T kN
max). Since kN = 2 when N = 1, the bound in (2.8) is enough to complete the

proof in dimension one.

Assume now that N = 2 or N = 3 in case kN = 3. When ϕ0 ∈ H4
sin(RN ) and ϕ1 ∈ H3(RN ), the

quantity E3(t) is differentiable on [0, T kN
max) by statement (iii) in Theorem 4. Moreover, we can

use the Sine-Gordon equation and integrate by parts in order to obtain

E′
3(t) = −σ

2

∫
RN

D2 sin(2ϕ)(x, t) ∂tD
2ϕ(x, t) dx.

This provides the estimate

E′
3(t) ≤

1

2
E3(t)

1
2

∥∥D2 sin(2ϕ)(·, t)
∥∥
L2 . (2.9)

The chain rule then gives ∥∥D2 sin(2ϕ)
∥∥
L2 ≤ 2∥D2ϕ∥L2 + 4∥∇ϕ∥2L4 .

Combining the Sobolev embedding theorem and the bound in (2.8) is enough to obtain∥∥D2 sin(2ϕ)
∥∥
L2 ≤ K

(
E2 + E2

2

)
,

where K refers, here as in the sequel, to a universal constant. In view of (2.9), there exists a
positive number E3 such that

E3(t) ≤ E3,

for any t ∈ [0, T kN
max). By a standard density argument, this bounds remains true when ϕ0 ∈

H3
sin(RN ) and ϕ1 ∈ H2(RN ). This concludes the proof of Step 2.

Step 3. Continuity of the flow map on H2
sin(RN )×H1(RN ) when 2 ≤ N ≤ 3.

More precisely, we fix two initial conditions (ϕ0 = f + φ0, ϕ1), with f ∈ H∞
sin(RN ) and φ0 ∈

H2(R). We derive from Theorem 3 the existence and uniqueness of a corresponding solution
ϕ = f + φ to the Sine-Gordon equation, with φ ∈ C0(R,H2(RN )) and ∂tφ ∈ C0(R,H1(RN )).
Given any positive number T , our goal is to establish that

max
t∈[−T,T ]

(
d2sin
(
ϕn(·, t), ϕ(·, t)

)
+
∥∥∂tϕn(·, t)− ∂tϕ(·, t)

∥∥
H1

)
→ 0, (2.10)

for any sequence of solutions ϕn to the Sine-Gordon equation corresponding to initial data
(ϕ0

n, ϕ
1
n) ∈ H2

sin(RN )×H1(RN ) such that

∥ϕ0
n − ϕ0∥H2

sin
+ ∥ϕ1

n − ϕ1∥H1 → 0, (2.11)

as n → ∞.

In order to establish this statement, we take a sequence of initial conditions (ϕ̃0
p = f + φ̃0

p, ϕ̃
1
p),

with (φ̃0
p, ϕ̃

1
p) ∈ H∞(RN )2, such that

φ̃0
p → φ0 in H2(RN ), and ϕ̃1

p → ϕ1 in H1(RN ), (2.12)
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as p → ∞. We denote by ϕ̃p = f + φ̃p the corresponding solutions to the Sine-Gordon equa-
tion. By Steps 1 and 2, they belong to C0(R, f +H3(RN )), with ∂tϕ̃p ∈ C0(R,H2(RN )). As a
consequence of the Sine-Gordon equation, the derivative ∂ttϕ̃p is therefore in C0(R,H1(RN )).

On the other hand, we deduce from the proof of Proposition 2.1 that there exists a positive
number A, not depending on m and p, such that∥∥φ̃m − φ̃p

∥∥
C0([−T,T ],H1)

+ ∥∂tϕ̃m − ∂tϕ̃p∥C0([−T,T ],L2) ≤ A
(
∥φ̃0

m − φ̃0
p∥H1 + ∥ϕ̃1

m − ϕ̃1
p∥L2

)
, (2.13)

for any integers (m, p) ∈ N2. Hence, it follows from (2.12) that∥∥φ̃p

∥∥
C0([−T,T ],H1)

+ ∥∂tϕ̃p∥C0([−T,T ],L2) ≤ A, (2.14)

where A refers, here as in the sequel, to a further positive number not depending on p.

We next prove that (φ̃p)p∈N and (∂tϕ̃p)p∈N are Cauchy sequences in C0([−T, T ],H2), respectively
C0([−T, T ],H1). We first establish their boundedness by arguing as in Step 2. We introduce the
quantities

Ep
2(t) =

1

2

∫
RN

(
|∂t∇ϕ̃p(x, t)|2 + |D2ϕ̃p(x, t)|2

)
dx.

which are well-defined and of class C1 on R in view of the differentiability properties of the
functions ϕ̃p. As in Step 2, we compute

[Ep
2 ]

′(t) = −σ

∫
RN

cos(2ϕ̃p)
⟨
∇ϕ̃p, ∂t∇ϕ̃p

⟩
RN ≤ 2∥∇ϕ̃p(·, t)∥L2Ep

2(t)
1
2 .

In view of (2.14), this inequality guarantees that the quantity Ep
2 is bounded on [−T, T ] uniformly

with respect to the integer p. In turn, this proves that the sequences (D2ϕ̃p)p∈N and (∂t∇ϕ̃p)n∈N
are bounded in C0([−T, T ], L2). Combining (2.13) with the Sobolev embedding theorem, we
conclude that∥∥∂t∇ϕ̃p

∥∥
C0([−T,T ],L2)

+ ∥D2ϕ̃p∥C0([−T,T ],L2) + ∥∇ϕ̃p∥C0([−T,T ],L6) ≤ A. (2.15)

Given two integers (m, p) ∈ N2, we next introduce the difference z := ϕ̃m − ϕ̃p = φ̃m − φ̃p, and
we consider the quantity

δE2(t) :=
1

2

∫
RN

(
|∂t∇z(x, t)|2 + |D2z(x, t)|2

)
dx,

which is well-defined and of class C1 on R. Since the difference z is solution to the wave equation

∂ttz −∆z = −σ sin(z) cos(ϕ̃m + ϕ̃p),

we obtain by integrating by parts that

δE′
2(t) = −σ

∫
RN

⟨
∇
(
sin(z) cos(ϕ̃m + ϕ̃p)

)
, ∂t∇z

⟩
RN .

This provides the estimate

δE′
2(t) ≤ δE2(t)

1
2

(
∥∇z(·, t)∥L2 + ∥ sin(z(·, t))∥L3

(
∥∇ϕ̃m(·, t)∥L6 + ∥∇ϕ̃p(·, t)∥L6

))
,

which we bound by

δE′
2(t) ≤ AδE2(t)

1
2
(
∥φ̃0

m − φ̃0
p∥H1 + ∥ϕ̃1

m − ϕ̃1
p∥L2

) 2
3
(
1 + ∥φ̃0

m − φ̃0
p∥H1 + ∥ϕ̃1

m − ϕ̃1
p∥L2

) 1
3 ,
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in view of (2.13), (2.15) and the inequalities

∥ sin(z(·, t))∥L3 ≤ ∥ sin(z(·, t))∥
2
3

L2 ≤ ∥z(·, t)∥
2
3

L2 .

Finally, we are led to

δE2(t) ≤ A
(
δE2(0)+

(
∥φ̃0

m−φ̃0
p∥H1+∥ϕ̃1

m−ϕ̃1
p∥L2

) 4
3
(
1+∥φ̃0

m−φ̃0
p∥H1+∥ϕ̃1

m−ϕ̃1
p∥L2

) 2
3

)
, (2.16)

for any t ∈ [−T, T ]. Invoking (2.13), this shows that (φ̃p)p∈N and (∂tϕ̃p)p∈N are Cauchy se-
quences in C0([−T, T ],H2), respectively C0([−T, T ], H1). Since their limits in C0([−T, T ],H1)
and C0([−T, T ], L2) are equal to φ, respectively ∂tϕ, by the continuity of the flow in these spaces,
we conclude that ∥∥φ̃p − φ

∥∥
C0([−T,T ],H2)

+ ∥∂tϕ̃p − ∂tϕ∥C0([−T,T ],H1) → 0, (2.17)

as p → ∞.

With this density property at hand, we are able to establish the continuity of the flow. We
argue as in the proof of (2.17). Coming back to (2.11), we find functions fn ∈ H∞

sin(RN ) and
φ0
n ∈ H2(RN ) such that ϕ0

n = fn + φ0
n, and

d2sin(fn, f) + ∥φ0
n − φ0∥H2 ≤ Kd2sin(ϕ

0
n, ϕ

0), (2.18)

for a universal constant K. Here, we have set, as above, ϕ0 = f +φ0. Given any fixed integer n,
we introduce initial conditions (ϕ̃0

n,p = fn + φ̃0
n,p, ϕ̃

1
n,p), with (φ̃0

n,p, ϕ̃
1
n,p) ∈ H∞(RN )2, such that

φ̃0
n,p → φ0

n in H2(RN ), and ϕ̃1
n,p → ϕ1

n in H1(RN ), (2.19)

as p → ∞. We denote by ϕ̃n,p = fn + φ̃n,p the corresponding solutions to the Sine-Gordon
equation. They belong to C0(R, fn + H3(RN )), with ∂tϕ̃n,p ∈ C0(R,H2(RN )) and ∂ttϕ̃n,p ∈
C0(R,H1(RN )), and we also derive from (2.17) that∥∥φ̃n,p − φn

∥∥
C0([−T,T ],H2)

+ ∥∂tϕ̃n,p − ∂tϕn∥C0([−T,T ],H1) → 0, (2.20)

as p → ∞.

Going back to (2.5), we next have∥∥φ̃n,p− φ̃p

∥∥
C0([−T,T ],H1)

+∥∂tϕ̃n,p−∂tϕ̃p∥C0([−T,T ],L2) ≤ A
(
d1sin(ϕ̃

0
n,p, ϕ̃

0
p)+∥ϕ̃1

n,p− ϕ̃1
p∥L2

)
, (2.21)

where the positive number A depends, here as in the sequel, neither on n, nor on p. As for (2.14),
this yields ∥∥φ̃n,p

∥∥
C0([−T,T ],H1)

+ ∥∂tϕ̃n,p∥C0([−T,T ],L2) ≤ A,

and we can derive as in the proof of (2.15) that∥∥∂t∇ϕ̃n,p

∥∥
C0([−T,T ],L2)

+ ∥D2ϕ̃n,p∥C0([−T,T ],L2) + ∥∇ϕ̃n,p∥C0([−T,T ],L6) ≤ A.

We then follow the lines of the proof of (2.16). Setting zp = ϕ̃n,p − ϕ̃p and

δEp
2(t) :=

1

2

∫
RN

(
|∂t∇zp(x, t)|2 + |D2zp(x, t)|2

)
dx,

we compute
δEp

2(t)
′ ≤ δEp

2(t)
1
2

(
∥∇zp(·, t)∥L2 + ∥ sin(zp(·, t))∥

2
3

L2

)
,
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so that, by (2.21),

δEp
2(t)

′ ≤δEp
2(t)

1
2

(
∥∇fn −∇f∥L2 + ∥ sin(fn − f)∥

2
3

L2

+ ∥∇φ̃n,p(·, t)−∇φ̃p(·, t)∥L2 + ∥φ̃n,p(·, t)− φ̃p(·, t)∥
2
3

L2

)
.

In view of (2.18) and (2.21), this provides the estimate∥∥D2φ̃n,p−D2φ̃p

∥∥
C0([−T,T ],H1)

+ ∥∂t∇ϕ̃n,p − ∂t∇ϕ̃p∥C0([−T,T ],L2)

≤A
(
d2sin(ϕ

0
n, ϕ

0) + d2sin(ϕ̃
0
n,p, ϕ̃

0
p) + ∥ϕ̃1

n,p − ϕ̃1
p∥H1

) 2
3×

×
(
1 + d2sin(ϕ

0
n, ϕ

0) + d2sin(ϕ̃
0
n,p, ϕ̃

0
p) + ∥ϕ̃1

n,p − ϕ̃1
p∥H1

) 1
3 .

(2.22)

In view of (2.12), (2.17), (2.19) and (2.20), we can take the limit p → ∞ in (2.21) and (2.22) in
order to write ∥∥φn − φ

∥∥
C0([−T,T ],H2)

+ ∥∂tϕn − ∂tϕ∥C0([−T,T ],H1)

≤ A
(
d2sin(ϕ

0
n, ϕ

0) + ∥ϕ1
n − ϕ1∥H1

) 2
3
(
1 + d2sin(ϕ

0
n, ϕ

0) + ∥ϕ1
n − ϕ1∥H1

) 1
3 .

The convergence in (2.10) finally results from (2.11), (2.18) and the identity ϕn − ϕ = fn − f +
φn − φ. This concludes the proofs of Step 3 and of Theorem 4.

3 The Cauchy problem for the Landau-Lifshitz equation

In this section, the parameters λ1 and λ3 are fixed non-negative numbers.

3.1 Density in the spaces Ek(RN)

The proof of Theorem 5 below relies on a compactness argument, which requires the density of
smooth functions in the sets Ek(RN ). Recall that these sets are equal to Zk(RN , S2) for any
integer k ≥ 1, where the vector spaces Zk(RN ) are defined as in (18). In particular, the sets
Ek(RN ) are complete metric spaces for the distance corresponding to the Zk-norm. Using this
norm, we can generalize [9, Lemma A.1] to arbitrary dimensions in order to check the density of
smooth functions.

Lemma 3.1. Let k ∈ N, with k > N
2 . Given any function m ∈ Ek(RN ), there exists a sequence

of smooth functions mn ∈ E(RN ), with ∇mn ∈ H∞(RN ), such that the differences mn −m are
in Hk(RN ), and satisfy

mn −m → 0 in Hk(RN ),

as n → ∞. In particular, we have
∥mn −m∥Zk → 0.

Remark 3.1. This density result is not necessarily true when k ≤ N
2 (see e.g. [26, Section 4] for

a discussion about this claim).

Proof. The proof is reminiscent from the one of [9, Lemma A.1], which relies on standard argu-
ments introduced in [26]. For the sake of completeness, we recall the following details.
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We consider a function χ ∈ C∞(RN ), with a compactly supported Fourier transform, and such
that |χ̂| ≤ 1, χ̂ = 1 on the unit ball B(0, 1), and χ̂ = 0 outside the ball B(0, 2). We set

µn(x) = nN

∫
RN

χ(n(x− y))m(y) dy,

for any n ∈ N∗ and x ∈ RN . Since χ belongs to the Schwartz class, the functions µn are
well-defined and smooth on RN , and their Fourier transforms are equal to

µ̂n(ξ) = χ̂
( ξ
n

)
m̂(ξ).

As a consequence of this identity, their gradients µn belong to H∞(RN ), and the differences
µn −m are in Hk(RN ), with

µn −m → 0 in Hk(RN ), (3.1)

as n → ∞. However, the functions µn are not S2-valued, so that they do not belong to the
energy space E(RN ).

In order to fill this gap, we deduce from (3.1) and the Sobolev embedding theorem that∥∥|µn| − 1
∥∥
L∞ → 0,

as n → ∞. Therefore, the map mn = µn/|µn| is well-defined for n large enough, and it satisfies
the conclusions of Lemma 3.1.

3.2 Proof of Proposition 1

Let T be a fixed positive number. Concerning the conservation of the Landau-Lifshitz energy, it
follows from the smoothness assumptions on the solution m that the function E1

LL is of class C1

on [0, T ], and that its time derivative is equal to

[
E1

LL

]′
(t) =

∫
RN

⟨
∂tm,−∆m+ λ1m1e1 + λ3m3e3

⟩
R3
(x, t) dx.

In view of (LL), this expression identically vanishes, so that the Landau-Lifshitz energy is indeed
conserved along the flow.

We now turn to the proof of (21). Combining the assumptions in Proposition 1 with the Moser
estimates in Lemma B.1, we check that the second order derivative ∂ttm is well-defined as a
function of C0([0, T ],Hk−2(RN )). In view of (20), the energies Eℓ

LL are of class C1 on [0, T ], and
we can integrate by parts in order to obtain the formula[

Eℓ
LL

]′
(t) =

∑
|α|=ℓ−2

∫
RN

⟨
∂t∂

α
xm,∂α

x

(
∂ttm+∆2m− (λ1 + λ3)

(
∆m1e1 +∆m3e3

)
+ λ1λ3

(
m1e1 +m3e3

))⟩
R3
(x, t) dx,

(3.2)

for any t ∈ [0, T ]. On the other hand, we derive from (LL) the identity

∂ttm+∆2m− (λ1 + λ3)
(
∆m1e1 +∆m3e3

)
+ λ1λ3

(
m1e1 +m3e3

)
= F (m), (3.3)
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where we have set

F (m) :=
∑

1≤i,j≤N

(
∂i
(
2⟨∂im,∂jm⟩R3∂jm− |∂jm|2∂im

)
− 2∂ij

(
⟨∂im,∂jm⟩R3m

))
+ λ1

(
div
(
(m2

3 − 2m2
1)∇m+ (m1m−m2

3e1 +m1m3e3)∇m1 + (m1m3e1 −m3m−m2
1e3)∇m3

)
+∇m1 ·

(
m1∇m−m∇m1

)
+∇m3 ·

(
m∇m3 −m3∇m

)
+m3|∇m|2e3

+
(
m1∇m3 −m3∇m1

)
·
(
∇m1e3 −∇m3e1

)
+ λ1m

2
1

(
m1e1 −m

))
+ λ3

(
div
(
(m2

1 − 2m2
3)∇m+ (m1m3e3 −m1m−m2

3e1)∇m1 + (m3m−m2
1e3 +m1m3e1)∇m3

)
+∇m3 ·

(
m3∇m−m∇m3

)
+∇m1 ·

(
m∇m1 −m1∇m

)
+m1|∇m|2e1

+
(
m1∇m3 −m3∇m1

)
·
(
∇m1e3 −∇m3e1

)
+ λ3m

2
3

(
m3e3 −m

))
+ λ1λ3

(
(m2

1 +m2
3)m+m2

1m3e3 +m2
3m1e1

)
.

(3.4)

In order to derive this expression, we have used the pointwise identities

⟨m,∂im⟩R3 = ⟨m,∂iim⟩R3 + |∂im|2 = ⟨m,∂iijm⟩R3 + 2⟨∂im,∂ijm⟩R3 + ⟨∂jm,∂iim⟩R3 = 0,

which hold for any 1 ≤ i, j ≤ N , due to the property that m is valued into the sphere S2.
Combining (3.2) with (3.3) and (3.4), we obtain[

Eℓ
LL

]′
(t) =

∑
|α|=ℓ−2

∫
RN

⟨
∂t∂

α
xm,∂α

xF (m)
⟩
R3
(x, t) dx, (3.5)

for any t ∈ [0, T ]. In order to establish the bound in (21), we need to control the derivatives
∂α
xF (m) with respect to the various terms in the quantity Σk

LL by applying the Leibniz formula
and the Moser estimates in Lemma B.1. We face the difficulty that the derivative ∂α

xF (m)
contains partial derivatives of order ℓ+ 1 of the function m, which cannot be a priori controlled
by the quantity Σℓ

LL.

In order to by-pass this difficulty, we decompose the derivative ∂α
xF (m) as

∂α
xF (m) = Gα(m)− 2

∑
1≤i,j≤N

∂α
x ∂ij

(
⟨∂im,∂jm⟩R3

)
m, (3.6)

where the function Gα(m) satisfies

∥Gα(m)(·, t)∥L2 ≤ Ck

(
1 + ∥m1(·, t)∥2L∞ + ∥m3(·, t)∥2L∞ + ∥∇m(·, t)∥2L∞

)√
Σℓ
LL(t), (3.7)

for any t ∈ [0, T ]. Inequality (3.7) is a consequence of the Leibniz formula and the Moser
estimates in Lemma B.1. The use of theses estimates is allowed by the uniform boundedness
of the gradient ∇m, which results from the Sobolev embedding theorem and the assumption
k > N/2 + 1.

We then introduce the remaining term of the decomposition of ∂α
xF (m) into (3.5), and integrate

by parts in order to write∫
RN

⟨
∂t∂

α
xm,∂α

x ∂ij
(
⟨∂im,∂jm⟩R3

)
m
⟩
R3

= −
∫
RN

∂α
x ∂j
(
⟨∂im,∂jm⟩R3

)(⟨
∂t∂

α
x ∂im,m

⟩
R3 +

⟨
∂t∂

α
xm,∂im

⟩
R3

)
,

(3.8)
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for any 1 ≤ i, j ≤ N . Invoking once again the Leibniz formula and Lemma B.1, we directly check
that ∣∣∣∣ ∫

RN

(
∂α
x ∂j
(
⟨∂im,∂jm⟩R3

) ⟨
∂t∂

α
xm, ∂im

⟩
R3

)
(x, t) dx

∣∣∣∣ ≤ Ck ∥∇m(·, t)∥2L∞ Σℓ
LL(t). (3.9)

On the other hand, we can invoke the Landau-Lifshitz equation and the Leibniz formula in order
to write

∂α
x ∂j
(
⟨∂im,∂jm⟩R3

) ⟨
∂t∂

α∗
x m,m

⟩
R3

=−
∑
β≤α∗

(
α∗

β

)
∂α
x ∂j
(
⟨∂im,∂jm⟩R3

) ⟨
∂β
xm× ∂α∗−β

x

(
∆m− λ1m1e1 − λ3m3e3

)
,m
⟩
R3 ,

where ∂α∗
x := ∂α

x ∂i. For β = 0, the quantity in the right-hand side of this formula vanishes. This
cancellation is the key point in order to infer again from Lemma B.1 that∣∣∣∣ ∫

RN

(
∂α
x ∂j
(
⟨∂im,∂jm⟩R3

) ⟨
∂t∂

α∗
x m,m

⟩
R3

)
(x, t) dx

∣∣∣∣
≤Ck∥∇m(·, t)∥L∞

(
∥∇m(·, t)∥L∞ + ∥m1(·, t)∥L∞ + ∥m3(·, t)∥L∞

)
Σℓ
LL(t).

We finally gather this estimate with (3.5), (3.7), (3.8) and (3.9) in order to derive (21). This
completes the proof of Proposition 1.

3.3 Proof of Proposition 2

We first compute the equation

∂tu = −v ×
(
∆u− J(u)

)
− u×

(
∆v − J(v)

)
, (3.10)

where we have set J(u) := λ1u1e1+λ3u3e3 and J(v) := λ1v1e1+λ3v3e3. Under the assumptions
of Proposition 2, the time derivative ∂tu lies in C0([0, T ], L2(RN )), so that the function u − u0

belongs to the space C1([0, T ], L2(RN )). Since u01 and u03 are in L2(RN ), the quantity E0
LL is well-

defined and of class C1 on [0, T ]. When 1 ≤ ℓ ≤ k − 1, it similarly follows from the smoothness
assumptions in Proposition 2 that the quantities Eℓ

LL are well-defined and of class C1 on [0, T ].
We now split the proof of their control into three cases according to the value of ℓ.

Case 1. ℓ = 0.

In view of (22) and (3.10), we obtain after integrating by parts,

[
E0
LL

]′
(t) =

∫
RN

( N∑
j=1

⟨
∂ju− ∂ju

0
2 e2, v × ∂ju+ u× ∂jv

⟩
R3

+
⟨
u− u02 e2, v × J(u) + u× J(v)

⟩
R3

)
(x, t) dx,

for any t ∈ [0, T ]. The estimate in (23) is then a consequence of the Hölder inequality and the
fact that |v| ≤ 1.

Case 2. ℓ = 1.

We similarly derive from the definition of the function E1
LL that

[
E1
LL

]′
(t) =

∫
RN

(
−
⟨
∂tu,∆u

⟩
R3 +

N∑
i=1

⟨
u× ∂iv + v × ∂iu, ∂t(u× ∂iv + v × ∂iu)

⟩
R3

)
(x, t) dx.
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In view of (3.10) and after some integration by parts, the first term in the right-hand side of this
formula writes as

−
∫
RN

⟨
∂tu,∆u

⟩
R3(x, t) dx = −

N∑
i=1

∫
RN

⟨
u× ∂iv + v × ∂iu, ∂i∆u

⟩
R3(x, t) dx+ I11(t),

where we have set

I11(t) :=

N∑
i=1

∫
RN

⟨
∂iu, ∂iv × J(u) + v × ∂iJ(u) + u× ∂iJ(v)

⟩
R3(x, t) dx.

Therefore, we have

[
E1
LL

]′
(t) = I11(t)+

N∑
i=1

∫
RN

⟨
u× ∂iv+ v× ∂iu, ∂t(u× ∂iv+ v× ∂iu)− ∂i∆u

⟩
R3

)
(x, t) dx. (3.11)

At this stage, we have to compute the time derivative in the right-hand side of (3.11). We first
check that the function v is solution to the equation

∂tv = −v ×
(
∆v − J(v)

)
− 1

4
u×

(
∆u− J(u)

)
,

In view of (3.10) and using the identities

⟨u, v⟩R3 = 0, and |v|2 + 1

4
|u|2 = 1, (3.12)

we are led to the formula

∂t(u× ∂iv + v × ∂iu) = ∂i∆u− ∂iu
(1
4
⟨u,∆u⟩R3 + ⟨v,∆v⟩R3

)
− ∂iv

(
⟨u,∆v⟩R3 + ⟨v,∆u⟩R3

)
+ u

(
⟨∂iv,∆v⟩R3 +

1

4
⟨∂iu,∆u⟩R3 − ⟨v, ∂i∆v⟩R3 −

1

4
⟨u, ∂i∆u⟩R3

)
+ v

(
⟨∂iv,∆u⟩R3 + ⟨∂iu,∆v⟩R3 − ⟨u, ∂i∆v⟩R3 − ⟨v, ∂i∆u⟩R3

)
+ j12(u, v).

(3.13)

In this expression, the term depending on the anisotropic vectors J(u) and J(v) is given by

j12(u, v) :=− ∂iJ(u) + ∂iu
(1
4
⟨u, J(u)⟩R3 + ⟨v, J(v)⟩R3

)
+ ∂iv

(
⟨u, J(v)⟩R3 + ⟨v, J(u)⟩R3

)
+ u

(
− ⟨∂iv, J(v)⟩R3 −

1

4
⟨∂iu, J(u)⟩R3 + ⟨v, ∂iJ(v)⟩R3 +

1

4
⟨u, ∂iJ(u)⟩R3

)
+ v

(
− ⟨∂iv, J(u)⟩R3 − ⟨∂iu, J(v)⟩R3 + ⟨u, ∂iJ(v)⟩R3 + ⟨v, ∂iJ(u)⟩R3

)
.

This anisotropic term is not difficult to estimate, but we have to find a cancellation in the other
terms in order to prove the bound in (24).

In this direction, we first differentiate the identities in (3.12) in order to get

⟨u,∆v⟩R3 + ⟨∆u, v⟩R3 = −2
N∑
j=1

⟨∂ju, ∂jv⟩R3 ,

and
⟨v,∆v⟩R3 +

1

4
⟨u,∆u⟩R3 = −|∇v|2 − 1

4
|∇u|2.
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Similarly, we have

⟨u, ∂i∆v⟩R3 + ⟨∂i∆u, v⟩R3 = −2
N∑
j=1

(
⟨∂iju, ∂jv⟩R3 + ⟨∂ju, ∂ijv⟩R3

)
− ⟨∂iu,∆v⟩R3 − ⟨∆u, ∂iv⟩R3 ,

and

⟨v, ∂i∆v⟩R3+
1

4
⟨u, ∂i∆u⟩R3

= −2

N∑
j=1

(
⟨∂ijv, ∂jv⟩R3 +

1

4
⟨∂iju, ∂ju⟩R3

)
− ⟨∂iv,∆v⟩R3 −

1

4
⟨∂iu,∆u⟩R3 .

Introducing these identities into (3.13), we get

∂t(u× ∂iv + v × ∂iu) = ∂i∆u+ 2v

N∑
j=1

∂j

(
⟨∂iv, ∂ju⟩R3 + ⟨∂iu, ∂jv⟩R3

)
+ j12(u, v) + j13(u, v),

(3.14)

where we have set

j13(u, v) :=
(
|∇v|2 + 1

4
|∇u|2

)
∂iu+ 2

N∑
j=1

⟨∂ju, ∂jv⟩R3 ∂iv

+ 2u

(
⟨∂iv,∆v⟩R3 +

1

4
⟨∂iu,∆u⟩R3 +

N∑
j=1

(
⟨∂ijv, ∂jv⟩R3 +

1

4
⟨∂iju, ∂ju⟩R3

))
.

At this point, we come back to (3.11). We use the cancellation of the terms ∂i∆u in (3.11)
and (3.14), and integrate by parts in order to obtain

[
E1
LL

]′
(t) =I11(t) +

N∑
i=1

∫
RN

⟨
u× ∂iv + v × ∂iu, j

1
2(u, v) + j13(u, v)

⟩
(x, t) dx

− 2

N∑
j=1

N∑
i=1

∫
RN

((
⟨∂ju× ∂iv, v⟩R3 + ⟨u× ∂ijv, v⟩R3 + ⟨u× ∂iv, ∂jv⟩R3

)
×

×
(
⟨∂iv, ∂ju⟩R3 + ⟨∂iu, ∂jv⟩R3

))
(x, t) dx.

(3.15)

With this formula at hand, we can prove the bound in (24). Indeed, we first check that the last
terms in (3.15) satisfy∫

RN

∣∣∣∣(⟨∂ju× ∂iv, v⟩R3+⟨u× ∂ijv, v⟩R3 + ⟨u× ∂iv, ∂jv⟩R3

) (
⟨∂iv, ∂ju⟩R3 + ⟨∂iu, ∂jv⟩R3

)∣∣∣∣
≤K∥∇v∥L∞ ∥∇u∥L2

(
∥∇v∥L∞ ∥∇u∥L2 +

(
∥∇v∥2L∞ + ∥v∥Ḣ2

)
∥u∥L∞

)
,

where K refers, here as in the sequel, to a universal constant. Coming back to the definitions of
the functions j12(u, v) and j13(u, v) and using the inequalities |u| ≤ 2 and |v| ≤ 1, we check that

∥j12(u, v)∥L2 ≤ K
(
∥∇u∥L2 + ∥∇v∥L2 ∥u∥L∞

)
,

and

∥j13(u, v)∥L2 ≤ K
((

∥∇v∥2L∞ + ∥∇u∥2L∞
)
∥∇u∥L2 +

(
∥∇v∥L∞ ∥v∥Ḣ2 + ∥∇u∥L∞ ∥u∥Ḣ2

)
∥u∥L∞

)
.
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This provides the estimate∫
RN

⟨
u× ∂iv + v × ∂iu, j

1
2(u, v) + j13(u, v)

⟩
≤ K

(
∥∇u∥L2 + ∥∇v∥L2 ∥u∥L∞

)
×

×
((

1 + ∥∇v∥2L∞ + ∥∇u∥2L∞
)
∥∇u∥L2 +

(
∥∇v∥L2 + ∥∇v∥L∞ ∥v∥Ḣ2 + ∥∇u∥L∞ ∥u∥Ḣ2

)
∥u∥L∞

)
.

Finally, we bound the quantity I11(t) by∣∣I11(t)∣∣ ≤ (∥∇u(·, t)∥L2 + ∥∇v(·, t)∥L2 ∥u(·, t)∥L∞
)
∥∇u(·, t)∥L2 .

Gathering all these estimates of (3.15), and recalling that

∥∇u∥L∞ + ∥∇v∥L∞ ≤ K
(
∥∇m∥L∞ + ∥∇m̃∥L∞

)
,

and
∥u∥Ḣj + ∥v∥Ḣj ≤ K

(
∥m∥Ḣj + ∥m̃∥Ḣj

)
,

for 1 ≤ j ≤ 2, we obtain (24).

Case 3. 2 ≤ ℓ ≤ k − 1.

The proof is similar to the case ℓ = 1. We now integrate by parts in order to obtain the formula[
Eℓ
LL

]′
(t) =

∑
|α|=ℓ−2

∫
RN

⟨
∂t∂

α
xu, ∂

α
x

(
∂ttu+∆2u− (λ1 + λ3)

(
∆u1e1 +∆u3e3

)
+ λ1λ3

(
u1e1 + u3e3

))⟩
R3
(x, t) dx,

for any t ∈ [0, T ]. Coming back to (3.3), (3.4) and (3.6), we obtain[
Eℓ
LL

]′
(t) = Iℓ1(t) + Iℓ2(t), (3.16)

where we have set

Iℓ1(t) :=
∑

|α|=ℓ−2

∫
RN

⟨
∂t∂

α
xu,G

α(m̃)−Gα(m)
⟩
R3(x, t) dx,

and

Iℓ2(t) := 2
∑

|α|=ℓ−2

∑
1≤i,j≤N

∫
RN

⟨
∂t∂

α
xu, ∂

α
x ∂ij

(
⟨∂im,∂jm⟩R3

)
m−∂α

x ∂ij
(
⟨∂im̃, ∂jm̃⟩R3

)
m̃
⟩
R3(x, t)dx.

We now deal with the quantity Iℓ2, which is the more difficult term to control in order to derive
the bound in (25). Expressing the integrand in the formula for Iℓ2(t) in terms of the functions u
and v, we get

∂α
x ∂ij

(
⟨∂im̃, ∂jm̃⟩R3

)
m̃− ∂α

x ∂ij
(
⟨∂im,∂jm⟩R3

)
m

=∂α
x ∂ij

(
⟨∂iu, ∂jv⟩R3

)
v + ∂α

x ∂ij
(
⟨∂iv, ∂ju⟩R3

)
v

+ ∂α
x ∂ij

(
⟨∂iv, ∂jv⟩R3

)
u+

1

4
∂α
x ∂ij

(
⟨∂iu, ∂ju⟩R3

)
u.

Concerning the last two terms in this identity, we can rely on the Moser estimates in Lemma B.1
in order to obtain∣∣∣∣ ∫

RN

⟨
∂t∂

α
xu, ∂

α
x ∂ij

(
⟨∂iv, ∂jv⟩R3

)
u
⟩
R3

∣∣∣∣ ≤ C∥∇v∥L∞ ∥∇v∥Ḣℓ ∥u∥L∞ ∥∂t∂α
xu∥L2 ,
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and ∣∣∣∣ ∫
RN

⟨
∂t∂

α
xu, ∂

α
x ∂ij

(
⟨∂iu, ∂ju⟩R3

)
u
⟩
R3

∣∣∣∣ ≤ C∥∇u∥L∞ ∥∇u∥Ḣℓ ∥u∥L∞ ∥∂t∂α
xu∥L2 ,

where C refers, here as in the sequel, to a positive number depending only on k.

The estimates of the two other terms follow from integrating by parts and using (3.10). Indeed,
this provides the identity∫

RN

⟨
∂t∂

α
xu,∂

α
x ∂ij

(
⟨∂iu, ∂jv⟩R3

)
v
⟩
R3

=

∫
RN

∂α
x ∂j
(
⟨∂iu, ∂jv⟩R3

) ⟨
∂α
x ∂i
(
u× (∆v − J(v)) + v × (∆u− J(u))

)
, v
⟩
R3 .

We then directly derive the bound∣∣∣∣ ∫
RN

∂α
x ∂j
(
⟨∂iu, ∂jv⟩R3

) ⟨
∂α
x ∂i
(
u× (∆v − J(v))

)
, v
⟩
R3

∣∣∣∣ ≤ C
(
∥u∥L∞∥∇v∥Ḣℓ + ∥∇v∥L∞∥u∥Ḣℓ

)
×

×
((

∥∇v∥Ḣℓ−2 + ∥∇v∥Ḣℓ

)
∥u∥L∞ + ∥∇v∥L∞ ∥u∥Ḣℓ + ∥u∥Ḣℓ−1

)
.

On the other hand, we can invoke the Leibniz formula in order to write⟨
∂α
x ∂i
(
v × (∆u− J(u))

)
, v
⟩
R3 =

∑
β≤α∗

(
α∗

β

)⟨
∂β
xv × ∂α∗−β

x (∆u− J(u)), v
⟩
R3 ,

with ∂α∗
x = ∂α

x ∂i, as before. As in the proof of Proposition 1, we again observe a cancellation for
β = 0. This is enough to guarantee that∣∣∣∣ ∫

RN

∂α
x ∂j
(
⟨∂iu, ∂jv⟩R3

) ⟨
∂α
x ∂i
(
v × (∆u− J(u))

)
, v
⟩
R3

∣∣∣∣ ≤ C
(
∥u∥L∞∥∇v∥Ḣℓ + ∥∇v∥L∞∥u∥Ḣℓ

)
×

×
((

∥∇v∥Ḣℓ−2 + ∥∇v∥Ḣℓ

)
∥u∥L∞ + ∥∇v∥L∞ ∥u∥Ḣℓ + ∥u∥Ḣℓ−1

)
.

Collecting all these estimates leads to the inequality

|Iℓ2(t)| ≤ C
((

∥∇u(·, t)∥L∞ ∥∇u(·, t)∥Ḣℓ + ∥∇v(·, t)∥L∞ ∥∇v(·, t)∥Ḣℓ

)
∥u(·, t)∥L∞ ∥∂tu(·, t)∥Ḣℓ−2

+
(
∥u(·, t)∥L∞

(
∥∇v(·, t)∥Ḣℓ−2 + ∥∇v(·, t)∥Ḣℓ

)
+ ∥∇v(·, t)∥L∞ ∥u(·, t)∥Ḣℓ + ∥u(·, t)∥Ḣℓ−1

)
×

×
(
∥u(·, t)∥L∞ ∥∇v(·, t)∥Ḣℓ + ∥∇v(·, t)∥L∞ ∥u(·, t)∥Ḣℓ

))
.

(3.17)

We next turn to the quantity Iℓ1, which we simply bound by

Iℓ1(t) ≤
∑

|α|≤ℓ−2

∥∥∂t∂α
xu(·, t)

∥∥
L2

∥∥Gα(m̃)(·, t)−Gα(m)(·, t)
∥∥
L2 . (3.18)

Coming back to the definition of the nonlinearity Gα and using as before the Moser estimates in
Lemma B.1, we can compute∥∥Gα(m̃)−Gα(m)

∥∥
L2 ≤C

((
∥v∥Ḣℓ + ∥∇u∥L∞ ∥∇u∥Ḣℓ + ∥∇v∥L∞ ∥∇v∥Ḣℓ

)
∥u∥L∞

+
(
1 + ∥∇u∥2L∞ + ∥∇v∥2L∞

)
∥u∥Ḣℓ + δℓ ̸=2

(
∥v∥Ḣℓ−2 ∥u∥L∞ + ∥u∥Ḣℓ−2

)
+ δℓ=2

((
∥v1∥L2 + ∥v3∥L2

)
∥u∥L∞ + ∥u1∥L2 + ∥u3∥L2

)
.

Combining with (3.16), (3.17) and (3.18), we obtain (25). This ends the proof of Proposition 2.
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3.4 Proof of Theorem 5

The construction of the solutions splits into three parts. We first consider an initial datum
m0 ∈ E(RN ), with ∇m0 ∈ H∞(RN ), and we construct the unique corresponding maximal
solution m to (LL). We next establish that the corresponding flow map is well-defined and
locally Lipschitz continuous from EkN (RN ) to spaces of the form C0([0, T ], EkN−1(RN )). Here,
the notation kN refers to the smallest integer such that kN > N/2 + 1. In particular, we
are allowed to extend uniquely the flow to the whole set EkN (RN ). We finally check that the
corresponding solutions to (LL) satisfy all the statements in Theorem 5.

Step 1. Construction of smooth solutions to (LL).

Let m0 ∈ E(RN ), with ∇m0 ∈ H∞(RN ). Note that the existence of such initial conditions is a
direct consequence of Lemma 3.1.

In order to construct a solution m corresponding to this initial datum, we rely on the bounds
in Proposition 1. Due to the Sobolev embedding theorem, the quantity ΣkN

LL corresponding to a
smooth enough solution m : RN × [0, T∗] → S2 satisfies the differential inequality[

ΣkN
LL

]′
(t) ≤ CkN

(
1 + ΣkN

LL(t)
2
)
ΣkN
LL(t),

for any t ∈ [0, T∗]. Here as in the sequel, the notation Ck refers to a positive number, depending
only on k. As a consequence, we obtain the estimate

ΣkN
LL(t) ≤

ΣkN
LL(0) e

CkN
t(

1 + ΣkN
LL(0)

2 − ΣkN
LL(0)

2 e2CkN
t
) 1

2

, (3.19)

when

t < T kN
∗ :=

1

2CkN

ln
(1 + ΣkN

LL(0)
2

ΣkN
LL(0)

2

)
.

We next iterate this argument for any integer k > kN . Given a positive number 0 < T <
min{T∗, T

kN
∗ }, we similarly derive from Proposition 1 that[

Σk
LL

]′
(t) ≤ Ck

(
1 + ΣkN

LL(t)
2
)
Σk
LL(t),

for any t ∈ [0, T ]. We then infer from (3.19) that

Σk
LL(t) ≤

(
1 + ΣkN

LL(0)
2
)
Σk
LL(0) e

Ckt

1 + ΣkN
LL(0)

2 − ΣkN
LL(0)

2 e2CkN
T
. (3.20)

In view of the definition of the quantity Σk
LL, the functions m and ∂tm are uniformly bounded

in Zk(RN ), respectively Hk−2(RN ), on the time interval [0, T ].

Arguing as in [30], we check that the a priori bounds in (3.19) and (3.20) remain available when
the equation is discretized according to a finite difference scheme. The existence and uniqueness of
discretized solutions follow from the standard theory of ordinary differential equations. Classical
weak compactness and local strong compactness results, as well as a standard diagonal argument,
provide the existence of a maximal solution m : RN × [0, Tmax) → S2 to (LL) with initial datum
m0. This solution m is in L∞([0, T ], Zk(RN )), with ∂tm ∈ L∞([0, T ],Hk−2(RN )), for any number
0 ≤ T < Tmax and any integer k ≥ kN . In particular, it is a smooth solution to (LL).

Note that its maximal time of existence Tmax does not depend on the integer k. This fol-
lows from (3.20), which guarantees that its maximal time of existence T k

max as a solution in
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L∞([0, T ], Zk(RN )), with ∂tm ∈ L∞([0, T ], Hk−2(RN )), for any 0 ≤ T < T k
max, is characterized

by the condition
lim

t→Tk
max

ΣkN
LL(t) = ∞,

if this maximal time is finite. As a consequence of this property, we obtain

T k
max = T kN

max := Tmax,

for any k ≥ kN .

Note also that we are allowed to invoke again Proposition 1 in order to prove the bound

Σk
LL(t) ≤ Ck Σ

k
LL(0) e

∫ t
0

(
1+∥∇m(·,s)∥2L∞

)
ds, (3.21)

for any 0 ≤ t ≤ Tmax and any k ≥ kN . Therefore, if the maximal time of existence Tmax is finite,
it satisfies the condition ∫ Tmax

0
∥∇m(·, t)∥2L∞ dt = ∞.

We finally turn to the question of the uniqueness of this solution. We fix an integer k ≥ kN . Given
an initial condition m̃0 ∈ E(RN ), with ∇m̃0 ∈ H∞(RN ), we denote by m̃ : RN × [0, T̃max) → S2
a corresponding smooth solution to (LL). Set T∗ = min{Tmax, T̃max}. The solutions m and m̃
belong to C0([0, T∗), EkN+1(RN )), with (∂tm̃, ∂tm) ∈ C0([0, T∗),H

kN−1(RN ))2. Therefore, we are
allowed to invoke Proposition 2 in order to find a positive number Ck for which the difference
u := m̃−m satisfies[

Sk−1
LL

]′
(t) ≤ Ck

(
1 + Σ̃k

LL(s) + Σk
LL(s)

)3 (
Sk−1

LL (t) + ∥u(·, t)∥2L∞ + ∥∇u02∥2L2

)
,

for any 0 ≤ t < T∗. On the other hand, we infer from the Sobolev embedding theorem that

∥u(·, t)− u02 e2∥2L∞ ≤ Ck S
k−1
LL (t).

This is enough to obtain the bound

max
t∈[0,T ]

Sk−1
LL (t) ≤ Sk−1

LL (0) e
∫ t
0 Ck

(
1+Σ̃k

LL(s)+Σk
LL(s)

)3
ds

+
(
∥u02∥2L∞ + ∥∇u02∥2L2

) (
e
∫ t
0 Ck

(
1+Σ̃k

LL(s)+Σk
LL(s)

)3
ds − 1

)
,

for any 0 ≤ T < T∗. Here, the quantity Σ̃k
LL is defined with respect to the solution m̃. In view

of the definition of the quantity Sk−1
LL , this provides the estimate

max
t∈[0,T ]

(
∥∇u(·, t)∥2Hk−2 + ∥u(·, t)− u02 e2∥2L2

)
≤Ck

(
∥∇u0∥2Hk−2 + ∥u01∥2L2 + ∥u03∥2L2

)
e
∫ t
0 Ck

(
1+Σ̃k

LL(s)+Σk
LL(s)

)3
ds

+ ∥u02∥2L∞

(
e
∫ t
0 Ck

(
1+Σ̃k

LL(s)+Σk
LL(s)

)3
ds − 1

)
.

(3.22)

We conclude that the difference u identically vanishes on [0, T∗) when m̃0 = m0. This proves the
uniqueness of the solution.

Step 2. Unique extension of the flow map.
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Given an integer k ≥ kN , we now consider an initial datum m0 ∈ Ek(RN ). Lemma 3.1 provides
the existence of a sequence of initial conditions m0

n ∈ E(RN ), with ∇m0
n ∈ H∞(RN ), such that

m0
n −m0 → 0 in Hk(RN ),

as n → ∞. Let mn be the corresponding smooth solutions to (LL) constructed in Step 1 above.
Combining this convergence with (3.20), we check that the quantities Σk,n

LL defined with respect
to the solutions mn are bounded on the time intervals [0, T ] for any 0 ≤ T < T kN

∗ , uniformly
with respect to n large enough. As a consequence of (3.22), the sequence (mn)n∈N is a Cauchy
sequence in C0([0, T ], Ek−1(RN )).

Let us denote by m its limit. Note first that this limit is independent on the choice of the sequence
(m0

n)n∈N. Note also that it is an (at least) weak solution to (LL) with initial datum m0 due to
the Sobolev embedding theorem of Hk−1(RN ) into C0(RN ). Actually, it is the unique solution
in C0([0, T ], Ek−1(RN )) to (LL) with initial datum m0, which is a limit of smooth solutions
to (LL). Finally, since the quantities Σk,n

LL are bounded on [0, T ], uniformly with respect to n, so
is the quantity Σk

LL. In particular, the function m belongs to L∞([0, T ], Ek(RN )), with ∂tm ∈
L∞([0, T ],Hk−2(RN )). Moreover, since k > N/2 + 1, it follows from the Sobolev embedding
theorem and standard interpolation arguments that

∇mn → ∇m in C0([0, T ]× RN ),

as n → ∞.

Concerning the maximal time of existence of this solution, we denote by T k
∗ the supremum of the

positive times T for which there exists a sequence of initial conditions m0
n ∈ E(RN ), with ∇m0

n ∈
H∞(RN ), such that the corresponding solutions mn are well-defined in L∞([0, T ], Ek(RN )), with
∂tmn ∈ L∞([0, T ],Hk−2(RN )), and satisfy

m0
n → m0 in Ek(RN ), mn → m in C0([0, T ], Ek−1(RN )), and ∇mn → ∇m in C0([0, T ]×RN ),

(3.23)
as n → ∞.

We first claim that the solution m in this statement is uniquely defined on the time interval
[0, T k

∗ ). When T k
∗ ≤ T kN

∗ , this follows from the previous construction. When T k
∗ > T kN

∗ , we fix a
number 0 < T < T k

∗ and consider two sequences of smooth solutions mn and m̃n, which satisfy
the properties in (3.23) for two possible solutions m and m̃. The solutions mn and m̃n satisfy
the bound in (3.21) on [0, T ], and the left-hand side in this bound is uniformly bounded with
respect to n due to the convergences in (3.23). As a consequence of (3.22), the sequences mn

and m̃n own a common limit m = m̃ in C0([0, T ], Ek−1(RN )). This proves the uniqueness of the
solution m satisfying the properties in (3.23).

Our goal is now to establish that either T k
∗ = ∞, or

Ik∗ :=

∫ Tk
∗

0
∥∇m(·, t)∥2L∞ dt = ∞.

Note first that T k
∗ is well-defined and positive due to the inequality T k

∗ ≥ T kN
∗ . We now argue

by contradiction assuming that T k
∗ and the integral Ik∗ are finite. We again fix a number 0 <

T < T k
∗ , and consider a sequence of smooth solutions mn, which satisfy the properties in (3.23).

Invoking (3.21) and (3.23) as before, we check that the quantities Σk,n
LL are bounded on [0, T ] by a

positive number Σ∗ depending only on Σk
LL(0) and Ik∗ . As a consequence of (3.19) and (3.20), we

can extend the solutions mn on a time interval of the form [T, T +τ∗], where the positive number
τ∗ only depends on Σ∗. Moreover, due to (3.22), the sequence (mn)n∈N is a Cauchy sequence
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in C0([0, T + τ∗], Ek−1(RN )), and we can check as before that it satisfies the properties in (3.23)
for a solution m∗ to (LL), which is equal to m due to the previous unique determination of this
solution. Applying this argument to T = T k

∗ − τ/2 leads to a contradiction with the definition
of the maximal time T k

∗ . Hence, either T k
∗ = ∞, or the integral Ik∗ is infinite.

Note finally that, due to this characterization, the maximal time of existence T k
∗ does not depend

on the possible choice of the integer k. We denote by Tmax this maximal time in the sequel.

Step 3. Conclusion of the proof of Theorem 5.

Let k ≥ kN . Step 2 above provides the existence of a unique solution m : RN × [0, Tmax) → S2
to (LL) corresponding to an initial datum m0, which is the limit (according to the properties
in (3.23)) of smooth solutions to (LL). This solution is in C0([0, Tmax), Ek−1(RN )). Its maximal
time of existence Tmax satisfies the statement (ii) in Theorem 5.

Concerning statement (i), we consider a sequence of smooth solutions mn converging to m on a
time interval [0, T ], with 0 < T < Tmax. We then combine as before (3.21) and (3.23) in order
to check that the quantities Σk,n

LL are bounded on [0, T ], uniformly with respect to n. Statement
(i) then follows from a standard weak compactness argument.

Statement (iv) is a direct consequence of the previous construction of the solution m, while the
conservation of the energy in (v) results from a standard density argument. This property is
indeed satisfied by smooth solutions in view of Proposition 1.

Concerning the local Lipschitz continuity of the flow map in statement (iii), we fix a solution
m : RN × [0, Tmax) → S2 with initial condition m0 and a number 0 < T < Tmax. We set

ΣT := 2 + Σk
LL(0)

(
1 + Ck e

∫ T
0

(
1+∥∇m(·,s)∥2L∞

)
ds
)
,

where Ck is the constant in the right-hand side of (3.21). We notice that the inequality in (3.19)
remains available (for smooth solutions) when kN is replaced by k for a possibly different positive
number Ck, and we fix a positive number τk such that

(ΣT − 1) eCkτk(
1 + (ΣT − 1)2 − (ΣT − 1)2 e2Ckτk

) 1
2

≤ ΣT ,

for this further number Ck. Here, the number τk is tailored such that, if the quantity Σ̄k
LL(0)

corresponding to a smooth solution m̄ is less than ΣT − 1, then the quantity Σ̄k
LL(t) is bounded

by ΣT on [0, τk].

We finally introduce a sequence of smooth solutions mn : RN × [0, T ] → S2, which satisfy the
properties in (3.23). Due to (3.21), we can also assume that the corresponding quantities Σk,n

LL

satisfy the bound
max
t∈[0,T ]

Σk,n
LL (t) ≤ ΣT .

We are now in position to establish the local Lipschitz continuity of the flow.

Given a positive number R, we take an initial datum m̃0 ∈ E(RN ), with ∇m̃0 ∈ H∞(RN ), such
that ∥∥m̃0 −m

∥∥
Zk ≤ R,

and consider the corresponding smooth solution m̃ : RN × [0, T̃max) → S2. For R small enough,
we have

Σ̃k
LL(0) ≤ ΣT − 1.
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In view of (3.21) (with kN replaced by k), we infer that T̃max ≥ τk, and that the quantity Σ̃k
LL(t)

is bounded by ΣT on [0, τk]. Invoking (3.22), we next find a positive number ΛT , depending only
on k, T and ΣT , such that

max
t∈[0,τk]

∥m̃(·, t)−mn(·, t)∥Zk−1 ≤ ΛT ∥m̃0 −m0
n∥Zk−1 ≤ ΛTR, (3.24)

for any n ∈ N. Taking the limit n → ∞, this inequality remains true for the difference m̃ −m.
As a consequence of the Sobolev embedding theorem and standard interpolation theory, we next
find two positive numbers Ak and αk, depending only on k, such that

max
t∈[0,τk]

∥∇m̃(·, t)−∇m(·, t)∥L∞ ≤ AkΛ
αk
T RαkΣ1−αk

T . (3.25)

We finally come back to (3.21) in order to obtain

Σ̃k(t) ≤ CkΣ̃k(0)e
∫ t
0

(
1+∥∇m(·,s)∥2L∞+2AkΛ

αk
T RαkΣ

1−αk
T ∥∇m(·,s)∥L∞+4A2

kΛ
2αk
T R2αkΣ

2−2αk
T

)
ds,

for any t ∈ [0, τk]. For R small enough, we infer that

Σ̃k(t) ≤ ΣT − 1, (3.26)

for any t ∈ [0,min{τk, T}].
When T > τk, we iterate this argument on the time interval [0, 2τk]. Since Σ̃k(τk) is less than
ΣT − 1 by (3.26), the maximal time of existence T̃max is more than 2τk, and the quantity Σ̃k

LL(t)
is bounded by ΣT on [0, 2τk]. Estimates (3.24) (with mn replaced by m) and (3.25) follow for
the same constants ΛT , Ak and αk. For R small enough, we derive (3.26) on the time interval
[0,min{2τk, T}].
Arguing inductively, we conclude that there exists a positive number R such that, if∥∥m̃0 −m0∥Zk ≤ R,

then the maximal time of existence T̃max of the solution m̃ is larger than, or equal to T , and we
have

max
t∈[0,T ]

∥m̃(·, t)−m(·, t)∥Zk−1 ≤ ΛT ∥m̃0 −m0∥Zk−1 .

It only remains to apply a standard density argument in order to replace the smooth solution
m̃ in this inequality by an arbitrary solution. The flow map is then well-defined and Lipschitz
continuous from the ball B(m0, R) of Ek(RN ) towards C0([0, T ], Ek−1(RN ). This concludes the
proof of Theorem 5.

3.5 Proof of Corollary 1

Consider an initial datum (u0, ϕ0) ∈ NVk(RN ) and set

m0 :=
(
ρ0 sin(ϕ0), ρ0 cos(ϕ0), u0

)
,

with ρ0 := (1 − (u0)2)1/2. Assume first the existence of a solution (u, ϕ) : RN × [0, Tmax) →
(−1, 1) × R to (HLL) with initial datum (u0, ϕ0), which satisfies the statements in Corollary 1.
Let 0 < T < Tmax be fixed. Since k − 1 > N/2, it follows from statement (iii) in Corollary 1
and the Sobolev embedding theorem that u is continuous from [0, T ] to C0

b (RN ). Moreover, we
claim that

ηT := max
t∈[0,T ]

∥u(·, t)∥L∞ < 1. (3.27)
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Indeed, due to the non-vanishing condition in (4), the number ηT is less than or equal to 1.
Assume by contradiction that it is equal to 1. In this case, there exists a number 0 ≤ t∗ ≤ T
such that

∥u(·, t∗)∥L∞ = 1.

On the other hand, the function u(·, t∗) lies in Hk−1(RN ). By the Sobolev embedding theorem,
it converges to 0 at infinity. As a consequence, there exists a position x∗ ∈ RN such that

|u(x∗, t∗)| = 1,

which contradicts the non-vanishing condition in (4).

Set ρ := (1− u2)1/2, and
m :=

(
ρ sin(ϕ), ρ cos(ϕ), u

)
.

Since ηT < 1, there exists a smooth function F : R → R such that F (x) = (1 − x2)1/2 for any
|x| ≤ ηT . In particular, we can combine statement (i) in Corollary 1, and inequality (B.1) for this
function in order to prove that the map ρ is well-defined, bounded and continuous on RN × [0, T ],
with ∂tρ ∈ L∞([0, T ],Hk−2(RN )) and ∇ρ ∈ L∞([0, T ],Hk−1(RN )). Applying Lemma B.1 again,
and using Corollary B.2, we deduce that the function m lies in L∞([0, T ], Ek(RN )), with ∂tm ∈
L∞([0, T ],Hk−2(RN )). A direct computation then shows that this function is a weak solution
to (LL). As a consequence of the uniqueness property in Theorem 5, it is the unique solution
to (LL) with initial datum m0. This provides the uniqueness of the function u, which is equal
to the third component m3 by definition. Concerning the phase function ϕ, we can combine
statement (iii) in Corollary 1, and Corollary A.1 in order to prove that it is continuous on
RN × [0, T ]. Moreover, it satisfies the identity

eiϕ =
m2 + im1

(1−m2
3)

1
2

,

on RN × [0, T ]. Due to the continuity of the function m on RN × [0, T ], the continuous solutions
of this equation are unique up to a constant number in πZ. Since ϕ(·, 0) = ϕ0, this number is
uniquely determined, so that ϕ is also uniquely determined. In case of existence, the solution
(u, ϕ) is therefore the unique hydrodynamical pair corresponding to the solution m to (LL) with
initial datum m0 (as long as this hydrodynamical pair makes sense).

Concerning existence, we first check that m0 is in Ek(RN ). Indeed, since u0 ∈ Hk(RN ) with
k > N/2, it follows as before from the non-vanishing condition |u0| < 1 that

η0 := ∥u0∥L∞ < 1. (3.28)

Arguing as above, this guarantees that the function m0 is in Ek(RN ). Theorem 5 then provides
the existence of a unique solution m : RN × [0, Tmax) → S2 to (LL) with initial datum m0.

Set
τmax := sup

{
τ ∈ [0, Tmax) : |m3| < 1 on RN × [0, τ ]

}
.

We deduce from statement (iii) in Theorem 5 and the Sobolev embedding theorem that the
function m3 is continuous from [0, Tmax) to C0

b (RN ). Since m0
3 = u0, it follows from (3.28) that

τmax is a positive number. Similarly, we show that

lim
t→τmax

∥m3(·, t)∥L∞ = ∥m3(·, τmax)∥L∞ = 1, (3.29)

when τmax < Tmax.
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Let 0 < T < τmax. Arguing as for (3.27), we obtain

ηT := max
t∈[0,T ]

∥m3(·, t)∥L∞ < 1. (3.30)

Set ρ := (1 − m2
3)

1/2. As before, the function 1/ρ is well-defined, bounded and continuous on
RN × [0, T ], with ∂t(1/ρ) ∈ L∞([0, T ], Hk−2(RN )) and ∇(1/ρ) ∈ L∞([0, T ],Hk(RN )). As a
consequence, we can lift the solution m as

m =
(
ρ sin(ϕ), ρ cos(ϕ),m3

)
,

where the phase function ϕ is uniquely defined by the condition ϕ(·, 0) = ϕ0, and continuous
from RN × [0, τmax) to R. Since

sin(ϕ) =
m1

ρ
, ∂tϕ =

⟨m̌, i∂tm̌⟩C
ρ2

and ∇ϕ =
⟨m̌, i∇m̌⟩C

ρ2
,

we also observe that sin(ϕ), ∂tϕ and ∇ϕ lie in L∞([0, T ], L2(RN )), L∞([0, T ],Hk−2(RN )), re-
spectively L∞([0, T ],Hk−1(RN )) for any 0 < T < τmax. In particular, the function ϕ belongs to
L∞([0, T ],Hk

sin(RN )).

At this stage, we set u := m3 on RN×[0, τmax). Then, the pair (u, ϕ) lies in L∞([0, T ],NVk(RN )),
with (∂tu, ∂tϕ) ∈ L∞([0, T ],Hk−2(RN )), for any 0 < T < τmax. A simple computation shows
that it is a strong solution to (HLL) with initial datum (u0, ϕ0). Statements (iv) and (v) in
Corollary 1 are then direct consequences of the same statements in Theorem 5.

We also derive from statement (iii) in Theorem 5 that the functions ρ sin(ϕ) and u are in
C0([0, T ],Hk−1(RN )), while the function ρ cos(ϕ) lies in C0([0, T ], C0

b (RN )), with ∇(ρ cos(ϕ)) ∈
C0([0, T ],Hk−2(RN )). Combining (3.30) with Lemma B.1, we check that the function 1/ρ is
continuous from [0, T ] to C0

b (RN ), with ∇(1/ρ) ∈ C0([0, T ],Hk−2(RN )). By Lemma B.1 again,
the function sin(ϕ) is in C0([0, T ],Hk−1(RN )), therefore in C0([0, T ], C0

b (RN )), while cos(ϕ) lies
in C0([0, T ], C0

b (RN )), with ∇ cos(ϕ) ∈ C0([0, T ],Hk−2(RN )). Finally, we rely on the identities

∇ϕ = cos(ϕ)∇
(
sin(ϕ)

)
− sin(ϕ)∇

(
cos(ϕ)

)
, (3.31)

and

sin
(
ϕ(·, t2)− ϕ(·, t1)

)
=
(
sin
(
ϕ(·, t2)

)
− sin

(
ϕ(·, t1)

))
cos
(
ϕ(·, t1)

)
+ sin

(
ϕ(·, t1)

)(
cos
(
ϕ(·, t1)

)
− cos

(
ϕ(·, t2)

))
,

(3.32)

in order to conclude that the phase ϕ belongs to C0([0, T ],Hk−1
sin (RN )). Hence, the flow map

(u0, ϕ0) 7→ (u, ϕ) is well-defined from NVk(RN ) to C0([0, T ],NVk−1(RN )). In order to complete
the proof of statement (iii), it remains to address the continuity of this map.

Consider initial data (u0n, ϕ
0
n) ∈ NVk(RN ) such that

u0n → u0 in Hk(RN ), and ϕ0
n → ϕ0 in Hk

sin(RN ), (3.33)

as n → ∞. Applying Corollary B.2 provides

sin(ϕ0
n − ϕ0) → 0 in Hk(RN ),

so that by the Sobolev embedding theorem,

sin(ϕ0
n − ϕ0) → 0 in C0

b (RN ).
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Hence, there exists an integer ℓ such that

ϕ0
n − ϕ0 → ℓπ in C0

b (RN ).

In particular, we have

sin(ϕ0
n) → (−1)ℓ sin(ϕ0) in C0

b (RN ), and cos(ϕ0
n) → (−1)ℓ cos(ϕ0) in C0

b (RN ).

Combining (3.33) with the identity

(−1)ℓ sin(ϕ0
n)− sin(ϕ0) = (−1)ℓ sin(ϕ0

n − ϕ0) cos(ϕ0) + sin(ϕ0)
(
(−1)ℓ cos(ϕ0

n − ϕ0)− 1),

we are led to

sin(ϕ0
n) → (−1)ℓ sin(ϕ0) in Hk(RN ), and ∇ cos(ϕ0

n) → (−1)ℓ∇ cos(ϕ0) in Hk−1(RN ).

Similarly, we infer from (3.33) and Lemma B.1 that

ρ0n → ρ0 in C0
b (RN ) and ∇ρ0n → ∇ρ0 in Hk−1(RN ).

Setting
m0

n :=
(
(−1)ℓρ0n sin(ϕ

0
n), (−1)ℓρ0n cos(ϕ

0
n), u

0
n

)
,

with ρ0n := (1− (u0n)
2)1/2, we deduce from Lemma B.1 again that

m0
n → m0 in Ek(RN ),

as n → ∞.

We now rely on statement (iii) in Theorem 5. For n large enough, this statement guarantees
that the solutions mn to (LL) with initial data m0

n are well-defined on the time interval [0, T ],
and that they satisfy the convergences

max
t∈[0,T ]

∥∥mn(·, t)−m(·, t)
∥∥
Zk−1 → 0, (3.34)

as n → ∞. By uniqueness, the solutions (un, ϕn) to (HLL) with initial data (u0n, ϕ
0
n) are well-

defined on [0, T ]. Moreover, we have

mn :=
(
(−1)ℓρn sin(ϕn), (−1)ℓρn cos(ϕn), un

)
,

where we have set ρn := (1− (un)
2)1/2. Arguing as before, we derive from (3.34) that

un → u in C0([0, T ],Hk−1(RN )), (−1)ℓ sin(ϕn) → sin(ϕ) in C0([0, T ], Hk−1(RN )),

as well as
(−1)ℓ cos(ϕn) → cos(ϕ) in C0([0, T ], C0

b (RN )),

and
(−1)ℓ∇ cos(ϕn) → ∇ cos(ϕ) in C0([0, T ],Hk−2(RN )).

Invoking analogues of (3.31) and (3.32), we conclude that

ϕn → ϕ in C0([0, T ],Hk−1
sin (RN )).

This completes the proof of the continuity of the flow map.

We finally turn to the characterization of the maximal time of existence. Due to the previous
correspondence between the solutions to (LL) and (HLL), the maximal time of existence of the
solution (u, ϕ) to (HLL) is equal to τmax. When τmax < Tmax, formula (3.29) provides the second
condition of statement (ii) in Corollary 1. Otherwise, the maximal time of existence of (u, ϕ)
is equal to Tmax, and the condition in Theorem 5 then translates into the first condition of
statement (ii) in Corollary 1. This concludes the proof of this statement, and of Corollary 1.
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4 The derivation of the Sine-Gordon equation

4.1 Proof of Proposition 3

Set ρε := 1− ε2U2
ε . With this notation at hand, we can rewrite (HLLε) as∂tUε = ρε∆Φε +∇ρε · ∇Φε − σ

2ρε sin(2Φε),

∂tΦε = Uε − ε2

ρε
∆Uε − ε2

2 ∇Uε · ∇
(

1
ρε

)
− ε2Uε |∇Φε|2 − σε2Uε sin

2(Φε),
(4.1)

while the energy of order ℓ is given by

Eℓ
ε(Uε,Φε) =

1

2

∑
|α|=ℓ−1

∫
RN

(ε2
ρε

|∇∂α
xUε|2 + |∂α

xUε|2 + ρε |∇∂α
xΦε|2 + σρε |∂α

x sin(Φε)|2
)
. (4.2)

In view of (4.1), the time derivatives ∂tUε and ∂tΦε belong to C0([0, T ],Hk+1(RN )), when the
pair (Uε,Φε) lies in C0([0, T ],NVk+3(RN )). For 2 ≤ ℓ ≤ k+1, the energy Eℓ

ε(Uε,Φε) is therefore
of class C1 on [0, T ]. In view of (4.1), its time derivative can be decomposed as

[
Eℓ

ε(Uε,Φε)
]′
(t) =

5∑
j=1

Ij(t),

where we set

I1 :=
∑

|α|=ℓ−1

∫
RN

∂α
xUε ∂

α
x

(
ρε∆Φε +∇ρε · ∇Φε −

σ

2
ρε sin(2Φε)

)
,

I2 :=
∑
|α|=ℓ

∫
RN

ρε ∂
α
xΦε ∂

α
x

(
Uε −

ε2

ρε
∆Uε −

ε2

2
∇Uε · ∇

( 1

ρε

)
− ε2Uε |∇Φε|2 − σε2Uε sin2(Φε)

)
,

I3 :=
∑
|α|=ℓ

∫
RN

ε2

ρε
∂α
xUε ∂

α
x

(
ρε∆Φε +∇ρε · ∇Φε −

σ

2
ρε sin(2Φε)

)
,

I4 :=σ
∑

|α|=ℓ−1

∫
RN

ρε ∂
α
x

(
sin(Φε)

)
×

× ∂α
x

(
cos(Φε)

(
Uε −

ε2

ρε
∆Uε −

ε2

2
∇Uε · ∇

( 1

ρε

)
− ε2Uε |∇Φε|2 − σε2Uε sin2(Φε)

))
,

and

I5 := −ε2
∑

|α|=ℓ−1

∫
RN

Uε

(
∂tUε

) (
|∇∂α

xΦε|2 −
ε2

ρ2ε
|∇∂α

xUε|2 + σ|∂α
x sin(Φε)|2

)
.

In order to establish (28), we now bound all these quantities. For the sake of simplicity, we drop,
here as in the sequel, the dependence on t ∈ [0, T ].

We first collect the estimates for the functions Uε, Φε and ρε that we are using for controlling
the quantities Ij . Concerning the function ρε, we infer from (27) and direct computations the
uniform estimates

1

2
≤ ρε ≤ 1, ∥∇ρε∥L∞ ≤ 2ε2∥Uε∥L∞ ∥∇Uε∥L∞ , and

∥∥∥∇( 1

ρε

)∥∥∥
L∞

≤ 8ε2∥Uε∥L∞ ∥∇Uε∥L∞ ,

(4.3)
as well as

∥d2ρε∥L∞ +
∥∥∥d2( 1

ρε

)∥∥∥
L∞

≤ Cε2
(
∥∇Uε∥2L∞ + ∥Uε∥L∞∥d2Uε∥L∞

)
. (4.4)
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Here as in the sequel, the notation d2f stands for the second differential of the function f , while
C refers to a positive number, possibly different from line to line, and depending on k and N ,
but not on ε and σ. Applying Lemma B.1 with F (x) = 1− x, and using (27), we also get

∥∂α
x ρε∥L2 ≤ Cε2∥Uε∥L∞ ∥Uε∥Ḣm , (4.5)

for any 1 ≤ |α| = m ≤ k + 1. Similarly, we can find a smooth function G ∈ C∞
0 (R), with

G(x) = 1/(1 − x) for |x| ≤ 1/2, so that, by (27), 1/ρε = G(εUε). Applying again Lemma B.1,
we are led to ∥∥∥∂α

x

( 1

ρε

)∥∥∥
L2

≤ Cε2∥Uε∥L∞ ∥Uε∥Ḣm , (4.6)

for any 1 ≤ |α| = m ≤ k + 1.

Coming back to the definition of Σk+1
ε , we deduce from (4.2) that

∥∂α
xUε∥L2 ≤

(
2Σk+1

ε

) 1
2 , ε∥∂α

x∇Uε∥L2 ≤
(
2Σk+1

ε

) 1
2 , (4.7)

as well as
σ

1
2 ∥∂α

x sin(Φε)∥L2 ≤ 2
(
Σk+1
ε

) 1
2 , and ∥∂α

x∇Φε∥L2 ≤ 2
(
Σk+1
ε

) 1
2 , (4.8)

for any 0 ≤ |α| ≤ k. It then follows from Corollary B.3 that

min
{
σ

1
2 , 1
}
∥∂α

x∇ cos(Φε)∥L2 ≤ C
(
∥ sin(Φε)∥L∞ + ∥∇Φε∥L∞

) (
Σk+1
ε

) 1
2 , (4.9)

when 0 ≤ |α| ≤ k.

We first estimate the quantity I5. In view of (4.3), we have∣∣I5∣∣ ≤ 4ε2∥Uε∥L∞ ∥∂tUε∥L∞ Eℓ
ε.

Since
∥∂tUε∥L∞ ≤ ∥∆Φε∥L∞ + 2ε2∥Uε∥L∞ ∥∇Uε∥L∞∥∇Φε∥L∞ + σ∥ sin(Φε)∥L∞ ,

by (4.1) and (4.3), this is bounded by∣∣I5∣∣ ≤ 8ε2∥Uε∥L∞
(
∥∆Φε∥L∞ + ε2∥Uε∥L∞ ∥∇Uε∥L∞ ∥∇Φε∥L∞ + σ∥ sin(Φε)∥L∞

)
Σk+1
ε . (4.10)

We next split the quantity I1 as

I1 =
3∑

m=1

I1,m,

with

I1,1 :=
∑

|α|=ℓ−1

∫
RN

∂α
xUε

(
ρε ∂

α
x∆Φε +∇ρε · ∂α

x∇Φε + ∂α
x∇ρε · ∇Φε

)
,

I1,2 :=
∑

|α|=ℓ−1

∫
RN

∂α
xUε

( ∑
1≤|β|≤ℓ−1

β≤α

(
α

β

)
∂β
xρε ∂

α−β
x ∆Φε +

∑
1≤|β|≤ℓ−2

β≤α

(
α

β

)
∂β
x∇ρε · ∂α−β

x ∇Φε

)
,

I1,3 :=− σ

2

∑
|α|=ℓ−1

∫
RN

∂α
xUε ∂

α
x

(
ρε sin(2Φε)

)
.

The quantity I1,1 contains the higher order derivatives. It cannot be estimated according to (28)
without taking into account cancellations with the similar parts I2,1 and I3,1 of the quantities
I2, respectively I3. Hence, we postpone the analysis of I1,1, and first deal with I1,2. Indeed,
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we can bound directly this term by combining the estimates in Lemma B.1 and Corollary B.1
with (4.3), (4.4) and (4.5) in order to get∣∣I1,2∣∣ ≤ C ∥Uε∥Ḣℓ−1

(
∥∇ρε∥L∞ ∥∇Φε∥Ḣℓ−1 + ∥d2Φε∥L∞ ∥∇ρε∥Ḣℓ−2 + ∥d2ρε∥L∞ ∥∇Φε∥Ḣℓ−2

)
,

≤ Cε2
(
∥Uε∥L∞

(
∥∇Uε∥L∞ + ∥d2Φε∥L∞ + ∥d2Uε∥L∞

)
+ ∥∇Uε∥2L∞

)
Σℓ
ε.

(4.11)

We next control I1,3 by taking advantage of a cancellation with the quantity I4. As before, we
decompose this quantity as

I4 =
3∑

m=1

I4,m,

with

I4,1 :=σ
∑

|α|=ℓ−1

∫
RN

ρε ∂
α
x

(
sin(Φε)

)
∂α
x

(
cos(Φε)Uε

)
,

I4,2 :=− σε2
∑

|α|=ℓ−1

∫
RN

ρε ∂
α
x

(
sin(Φε)

)
∂α
x

( 1

ρε
∆Uε cos(Φε)

)
,

I4,3 :=− σε2
∑

|α|=ℓ−1

∫
RN

∂α
x

(
sin(Φε)

)
∂α
x

(
cos(Φε)

(
∇Uε · ∇

( 1

2ρε

)
+ Uε|∇Φε|2 + σUε sin

2(Φε)
))

.

Applying the Leibniz rule, we observe that

I1,3 + I4,1 = σ
∑

|α|=ℓ−1

∑
1≤|β|≤ℓ−1

β≤α

(
α

β

)∫
RN

(
ρε ∂

α
x

(
sin(Φε)

)
∂β
x

(
cos(Φε)

)
∂α−β
x Uε

− ∂α
xUε ∂

α−β
x

(
sin(Φε)

)
∂β
x

(
ρε cos(Φε)

))
.

Hence, we deduce from (4.3), (4.5), (4.7), (4.8) and (4.9), as well as from Corollary B.1, that

∣∣I1,3 + I4,1
∣∣ ≤ Cσ

(
∥ sin(Φε)∥Ḣℓ−1

(
∥∇ cos(Φε)∥L∞ ∥Uε∥Ḣℓ−2 + ∥ cos(Φε)∥Ḣℓ−1 ∥Uε∥L∞

)
+ ∥Uε∥Ḣℓ−2

(
∥ sin(Φε)∥Ḣℓ−2

(
∥∇ρε∥L∞ + ∥∇ cos(Φε)∥L∞

)
+ ∥ sin(Φε)∥L∞

(
∥ρε∥Ḣℓ−1

+ ∥ cos(Φε)∥Ḣℓ−1 + δℓ ̸=2∥∇ρε∥L∞ ∥ cos(Φε)∥Ḣℓ−2 + δℓ ̸=2∥∇ cos(Φε)∥L∞ ∥ρε∥Ḣℓ−2

)))
≤ Cmax

{
σ, 1
}((

∥ sin(Φε)∥L∞ + ∥∇Φε∥L∞
) (

∥ sin(Φε)∥L∞ + ∥Uε∥L∞
)

+ ε2∥Uε∥L∞
(
∥∇Uε∥L∞ + ∥ sinΦε∥L∞

) (
1 + ∥ sin(Φε)∥L∞ ∥∇Φε∥L∞

))
Σk+1
ε .

(4.12)

Note that this estimate is the only one, which contains terms without multiplicative factor ε.

Estimating I4,3 is also direct. In view of (4.3), (4.6), (4.7) and (4.8), we notice that∥∥∥∇Uε · ∇
( 1

ρε

)∥∥∥
Ḣℓ−1

≤ Cε∥Uε∥L∞ ∥∇Uε∥L∞
(
Σk+1
ε

) 1
2 ,

∥∥Uε|∇Φε|2
∥∥
Ḣℓ−1 ≤ C

(
∥Uε∥L∞ ∥∇Φε∥L∞ + ∥∇Φε∥2L∞

) (
Σk+1
ε

) 1
2 ,
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and
σ

1
2

∥∥Uε sin(Φε)
2
∥∥
Ḣℓ−1 ≤ C

(
∥Uε∥L∞ ∥ sin(Φε)∥L∞ + σ

1
2 ∥ sin(Φε)∥2L∞

) (
Σk+1
ε

) 1
2 .

Using (4.9), we are led to∣∣I4,3∣∣ ≤ Cmax
{
1, σ

3
2
}
ε2
(
ε∥Uε∥L∞ ∥∇Uε∥L∞ +

(
∥ sin(Φε)∥L∞ + ∥∇Φε∥L∞

)
×

×
(
∥Uε∥L∞ + ∥ sin(Φε)∥L∞ + ∥∇Φε∥L∞ + ∥Uε∥L∞ ∥∇Φε∥2L∞ + ε2∥Uε∥L∞ ∥∇Uε∥2L∞

))
Σk+1
ε .

(4.13)

Concerning I4,2, we use a further cancellation with the quantity I3. Set

I3 =
3∑

m=1

I3,m,

with

I3,1 :=ε2
∑
|α|=ℓ

∫
RN

1

ρε
∂α
xUε

(
∇ρε · ∂α

x∇Φε + ∂α
x∇ρε · ∇Φε +

∑
0≤|β|≤1
β≤α

(
α

β

)
∂β
xρε ∂

α−β
x ∆Φε

)
,

I3,2 :=ε2
∑
|α|=ℓ

∫
RN

1

ρε
∂α
xUε

( ∑
2≤|β|≤ℓ
β≤α

(
α

β

)
∂β
xρε ∂

α−β
x ∆Φε +

∑
1≤|β|≤ℓ−1

β≤α

(
α

β

)
∂β
x∇ρε · ∂α−β

x ∇Φε

)
,

I3,3 :=− σε2
∑

|α|=ℓ−1

∫
RN

1

ρε
∂α
x∇Uε · ∂α

x∇
(
ρε sin(Φε) cos(Φε)

)
,

The identity

1

ρε
∆Uε cos(Φε) = div

( 1

ρε
∇Uε cos(Φε)

)
−∇

( 1

ρε
cos(Φε)

)
· ∇Uε,

provides

I4,2 = σε2
∑

|α|=ℓ−1

∫
RN

(
∇
(
ρε ∂

α
x

(
sin(Φε)

))
·
(
∂α
x

( 1

ρε
∇Uε cos(Φε)

))
− ρε ∂

α
x

(
sin(Φε)

) (
∂α
x

(
∇Uε · ∇

( 1

ρε
cos(Φε)

)))
,

after integrating by parts. Hence, we have

I3,3 + I4,2 = σε2
∑

|α|=ℓ−1

∫
RN

(
∂α
x

(
sin(Φε)

)
×

×
(
∇ρε · ∂α

x

( 1

ρε
∇Uε cos(Φε)

)
− ρε ∂

α
x

(
∇Uε · ∇

( 1

ρε
cos(Φε)

)))
+

∑
1≤|β|≤ℓ−1

β≤α

(
α

β

)(
ρε ∂

β
x

( 1

ρε
cos(Φε)

)
∂α
x∇
(
sin(Φε)

)
· ∂α−β

x ∇Uε

− 1

ρε
∂β
x

(
ρε cos(Φε)

)
∂α
x∇Uε · ∂α−β

x ∇
(
sin(Φε)

)))
.
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A further integration by parts then transforms the third line of this identity into∫
RN

ρε ∂
β
x

( 1

ρε
cos(Φε)

)
∂α
x∇
(
sin(Φε)

)
· ∂α−β

x ∇Uε

)
= −

∫
RN

∂α
x

(
sin(Φε)

)(
∂β
x

( 1

ρε
cos(Φε)

)
∇ρε · ∂α−β

x ∇Uε + ρε ∂
β
x∇
( 1

ρε
cos(Φε)

)
· ∂α−β

x ∇Uε

+ ρε ∂
β
x

( 1

ρε
cos(Φε)

)
∂α−β
x ∆Uε

)
.

In order to bound these various terms, we first infer from (4.3) and (4.4) that∥∥∥∇(ρε cos(Φε)
)∥∥∥

L∞
+
∥∥∥∇( 1

ρε
cos(Φε)

)∥∥∥
L∞

≤ C
(
ε2∥Uε∥L∞ ∥∇Uε∥L∞+∥ sin(Φε)∥L∞ ∥∇Φε∥L∞

)
,

and ∥∥∥d2( 1

ρε
cos(Φε)

)∥∥∥
L∞

≤ C
(
∥ sin(Φε)∥L∞ ∥d2Φε∥L∞ + ∥∇Φε∥2L∞

+ ε2
(
∥Uε∥L∞ ∥d2Uε∥L∞ +

(
1 + ε2∥Uε∥2L∞

)
∥∇Uε∥2L∞

))
.

Similarly, if follows from (4.5), (4.6), (4.7) and (4.9) that∥∥ρε cos(Φε)
∥∥
Ḣℓ−1 +

∥∥∥ 1

ρε
cos(Φε)

∥∥∥
Ḣℓ−1

+
∥∥∥ 1

ρε
cos(Φε)

∥∥∥
Ḣℓ

≤ Cmax
{
1,

1

σ
1
2

}(
∥ sin(Φε)∥L∞ + ∥∇Φε∥L∞ + ε∥Uε∥L∞

) (
Σk+1
ε

) 1
2 .

Hence, we derive as before that∣∣I3,3 + I4,2
∣∣ ≤Cmax

{
1, σ
}
ε
(
ε3∥∇Uε∥2L∞(1 + ε2∥Uε∥2L∞) +

(
∥ sin(Φε)∥L∞ + ∥∇Φε∥L∞

)
×

×
(
∥∇Φε∥L∞ + ε∥∇Uε∥L∞ + ε∥∇Φε∥L∞ + ε∥d2Uε∥L∞ + ε∥d2Φε∥L∞

)
+ ε2∥Uε∥L∞

(
∥∇Uε∥L∞ + ∥∇Φε∥L∞ + ε∥d2Uε∥L∞

)
+ ε3∥Uε∥L∞ ∥∇Uε∥L∞×

×
(
∥ sin(Φε)∥L∞ + ∥∇Φε∥L∞

) (
∥∇Uε∥L∞ + ∥∇Φε∥L∞

))
Σk+1
ε .

(4.14)

Coming back to I3,2, a simple computation shows that∣∣I3,2∣∣ ≤ Cε2
(
ε∥∇Uε∥2L∞ + ε∥Uε∥L∞ ∥D2Uε∥L∞ + ∥Uε∥L∞ ∥D2Φε∥L∞

)
Σk+1
ε . (4.15)

It then remains to split the quantity I2 as

I2 =
3∑

m=1

I2,m,
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I2,1 :=
∑
|α|=ℓ

∫
RN

ρε ∂
α
xΦε

(
∂α
xUε − ε2

∑
0≤|β|≤1
β≤α

(
α

β

)
∂β
x

( 1

ρε

)
∂α−β
x ∆Uε

− ε2

2

(
∇
( 1

ρε

)
· ∇∂α

xUε +∇∂α
x

( 1

ρε

)
· ∇Uε + 2Uε · ∂α

x

(
|∇Φε|2

)))
,

I2,2 :=− ε2
∑
|α|=ℓ

∫
RN

ρε ∂
α
xΦε

( ∑
2≤|β|≤ℓ
β≤α

(
α

β

)
∂β
x

( 1

ρε

)
∂α−β
x ∆Uε

+
1

2

∑
1≤|β|≤ℓ−1

β≤α

(
α

β

)
∇∂β

x

( 1

ρε

)
· ∇∂α−β

x Uε +
∑

1≤|β|≤ℓ
β≤α

(
α

β

)
∂β
xUε ∂

α−β
x (|∇Φε|2)

)
,

I2,3 :=− σε2
∑
|α|=ℓ

∫
RN

ρε ∂
α
xΦε ∂

α
x

(
Uε sin

2(Φε)
)
.

We can derive as before the inequality∣∣I2,2∣∣ ≤ Cε
(
∥∇Φε∥2L∞ + ε2∥Uε∥L∞ ∥d2Uε∥L∞ + ε2∥∇Uε∥2L∞

)
Σk+1
ε . (4.16)

Using the inequality∥∥ sin(Φε)
2
∥∥
Ḣℓ = 2

∥∥ sin(Φε) cos(Φε)∇Φε

∥∥
Ḣℓ−1 ≤ C

(
∥ sin(Φε)∥L∞ ∥Φε∥Ḣℓ

+ ∥∇Φε∥L∞
(
∥ sin(Φε)∥Ḣℓ−1 + ∥ sin(Φε)∥L∞ ∥ cos(Φε)∥Ḣℓ−1

))
,

we also compute∣∣I2,3∣∣ ≤ C max
{
σ, σ

1
2
}
ε
(
∥ sin(Φε)∥2L∞ + ε

(
∥Uε∥L∞ ∥ sin(Φε)∥L∞ + ∥Uε∥L∞ ∥∇Φε∥L∞

+ ∥Uε∥L∞ ∥∇Φε∥2L∞
))

Σk+1
ε .

(4.17)

At this stage, we are left with the quantity H := I1,1 + I2,1 + I3,1, which contains the higher
order derivatives. We again control this quantity by integrating by parts in order to make clear
the cancellations between the different terms. More precisely, we collect the terms of H as

H =

7∑
m=1

Hm :=

∫
RN

∑
|α|=ℓ−1

(
∂α
xUε

(
ρε ∂

α
x∆Φε +∇ρε · ∇∂α

xΦε

)
+ ρε ∂

α
x∇Φε · ∂α

x∇Uε

)
+ ε2

∫
RN

∑
|α|=ℓ

(
∂α
x∆Φε ∂

α
xUε − ∂α

xΦε ∂
α
x∆Uε

)
− ε2

∫
RN

∑
|α|=ℓ

ρε Uε ∂
α
xΦε ∂

α
x (|∇Φε|2)

+ ε2
∫
RN

∑
|α|=ℓ

1

ρε
∂α
xUε ∂

α
x∇ρε · ∇Φε +

∫
RN

∑
|α|=ℓ−1

∂α
xUε ∂

α
x∇ρε · ∇Φε

+ ε2
∫
RN

∑
|α|=ℓ

(
∇ρε
ρε

·
(1
2
∂α
xΦε ∂

α
x∇Uε + ∂α

xUε ∂
α
x∇Φε

)
− ρε

2
∂α
xΦε ∂

α
x∇
( 1

ρε

)
· ∇Uε

)

+ ε2
∫
RN

∑
|α|=ℓ

∑
|β|=1
β≤α

∂β
xρε
ρε

(
∂α−β
x ∆Uε ∂

α
xΦε + ∂α

xUε ∂
α−β
x ∆Φε

)
.

Integrating by parts directly provides

H1 = H2 = 0.
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We next write H3 as

H3 = ε2
∫
RN

∑
|α|=ℓ

ρε Uε ∂
α
xΦε

(
2∂α

x∇Φε·∇Φε−∂α
x (|∇Φε|2)

)
−2ε2

∫
RN

∑
|α|=ℓ

ρε Uε ∂
α
xΦε ∂

α
x∇Φε·∇Φε.

Applying the Leibniz formula and using Corollary B.1, we first check that∥∥2∂α
x∇Φε · ∇Φε − ∂α

x (|∇Φε|2)
∥∥
L2 ≤ C∥d2Φε∥L∞ ∥Φε∥Ḣℓ ,

when |α| = ℓ. Hence, we derive from (4.3) and (4.8) that∣∣∣∣ε2 ∫
RN

∑
|α|=ℓ

ρε Uε ∂
α
xΦε

(
2∂α

x∇Φε · ∇Φε − ∂α
x (|∇Φε|2)

)∣∣∣∣ ≤ Cε2∥Uε∥L∞ ∥d2Φε∥L∞Σk+1
ε .

On the other hand, an integration by parts yields

−2ε2
∫
RN

∑
|α|=ℓ

ρε Uε ∂
α
xΦε ∂

α
x∇Φε · ∇Φε = ε2

∫
RN

∑
|α|=ℓ

div
(
ρε Uε∇Φε

)
|∂α

xΦε|2,

so that we finally obtain

|H3| ≤ Cε2
(
∥Uε∥L∞ ∥d2Φε∥L∞ +

(
1 + ε2∥Uε∥2L∞

)
∥∇Uε∥L∞ ∥∇Φε∥L∞

)
Σk+1
ε . (4.18)

We argue similarly for the term H4, which we decompose as

H4 = ε2
∫
RN

∑
|α|=ℓ

∂α
xUε

ρε
∇Φε ·

(
∂α
x∇ρε + 2ε2Uε ∂

α
x∇Uε

)
− 2ε4

∫
RN

∑
|α|=ℓ

Uε

ρε
∂α
xUε ∂

α
x∇Uε · ∇Φε.

Since ∥∥∂α
x∇ρε + 2ε2Uε∂

α
x∇Uε

∥∥
L2 ≤ Cε2∥∇Uε∥L∞ ∥Uε∥Ḣℓ ,

when |α| = ℓ, and

2ε4
∫
RN

∑
|α|=ℓ

Uε

ρε
∂α
xUε ∂

α
x∇Uε · ∇Φε = −ε4

∫
RN

∑
|α|=ℓ

div
(Uε∇Φε

ρε

) (
∂α
xUε

)2
,

we have∣∣H4

∣∣ ≤ Cε2
(
∥Uε∥L∞ ∥d2Φε∥L∞ +

(
1 + ε2∥Uε∥2L∞

)
∥∇Uε∥L∞ ∥∇Φε∥L∞

)
Σk+1
ε . (4.19)

We identically estimate the term H5 so as to get∣∣H5

∣∣ ≤ Cε2
(
∥Uε∥L∞ ∥d2Φε∥L∞ + ∥∇Uε∥L∞ ∥∇Φε∥L∞

)
Σk+1
ε . (4.20)

We now turn to the term H6. We recall that

∇
( 1

ρε

)
=

2ε2 Uε∇Uε

ρ2ε
.

Hence, we can write H6 as

H6 = ε2
∫
RN

∑
|α|=ℓ

(
∇ρε
ρε

·
(
∂α
xΦε ∂

α
x∇Uε + ∂α

xUε ∂
α
x∇Φε

)
+ ε2ρε ∂

α
xΦε∇Uε ·

(Uε ∂
α
x∇Uε

ρ2ε
− ∂α

x

(Uε∇Uε

ρ2ε

))
.
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We can integrate by parts the first line of this identity in order to obtain

ε2
∫
RN

∑
|α|=ℓ

∇ρε
ρε

·
(
∂α
xΦε ∂

α
x∇Uε + ∂α

xUε ∂
α
x∇Φε

)
= −ε2

∫
RN

∑
|α|=ℓ

div
(∇ρε

ρε

)
∂α
xΦε ∂

α
x Uε.

Combining this formula with the estimate∥∥∥Uε ∂
α
x∇Uε

ρ2ε
− ∂α

x

(Uε∇Uε

ρ2ε

)∥∥∥
L2

≤ C
(
1 + ε2∥Uε∥2L∞

)
∥∇Uε∥L∞ ∥Uε∥Ḣℓ ,

we are led to the bound∣∣H6

∣∣ ≤ Cε3
((

1 + ε2∥Uε∥2L∞
)
∥∇Uε∥2L∞ + ∥Uε∥L∞ ∥d2Uε∥L∞

)
Σk+1
ε . (4.21)

We finally address the term H7. A first integration by parts gives

H7 = −ε2
∫
RN

∑
|α|=ℓ

∑
|β|=1
β≤α

(
∂β
xρε
ρε

(
∂α−β
x ∇Uε · ∂α

x∇Φε + ∂α
x∇Uε · ∂α−β

x ∇Φε

)

+∇
(∂β

xρε
ρε

)
·
(
∂α−β
x ∇Uε ∂

α
xΦε + ∂α

xUε ∂
α−β
x ∇Φε

))
.

Integrating by parts once again the first line provides

H7 = ε2
∫
RN

∑
|α|=ℓ

∑
|β|=1
β≤α

(
∂β
x

(∂β
xρε
ρε

)
∂α−β
x ∇Uε · ∂α−β

x ∇Φε

−∇
(∂β

xρε
ρε

)
·
(
∂α−β
x ∇Uε ∂

α
xΦε + ∂α

xUε ∂
α−β
x ∇Φε

))
.

In view of (4.4), (4.5), (4.7) and (4.8), this can be controlled by∣∣H7

∣∣ ≤ Cε3
((

1 + ε2∥Uε∥2L∞
)
∥∇Uε∥2L∞ + ∥Uε∥L∞ ∥d2Uε∥L∞

)
Σk+1
ε . (4.22)

We finally put together all the estimates from (4.10) to (4.22). The estimate in (28) then follows
from the bounds

ε∥Uε∥L∞ ≤ 1√
2

and ∥ sin(Φε)∥L∞ ≤ 1,

and the inequality 2ab ≤ a2 + b2. This concludes the proof of Proposition 3.

4.2 Proof of Corollary 2

Consider first an initial condition (U0
ε ,Φ

0
ε) ∈ NVk+4(RN ) such that (29) holds for some positive

number C to be fixed later. In view of Corollary 1, there exists a maximal time of existence
Tmax, and a unique solution (Uε,Φε) ∈ C0([0, Tmax),NVk+3(RN )) to (HLLε) with initial datum
(U0

ε ,Φ
0
ε), which satisfies all the statements in Corollary 1.

Invoking the Sobolev embedding theorem, we can find a positive number K1, depending only on
k and N , such that

ε
∥∥U0

ε

∥∥
L∞ ≤ εK1

∥∥U0
ε

∥∥
Hk ≤ K1

C∗
<

1√
2
,
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when C∗ >
√
2K1. Setting ρε := 1−ε2U2

ε as before, we derive from the continuity of the solution
in NVk−1(RN ) that the condition (27) in Proposition 3 is fulfilled for any time small enough.
Hence, the quantity Σk+1

ε is well-defined, and the stopping time

T∗ := sup
{
t ∈ [0, Tmax) :

1

2
≤ inf

x∈RN
ρε(x, τ) and Σk+1

ε (τ) ≤ 2Σk+1
ε (0) for any τ ∈ [0, t]

}
, (4.23)

is positive.

Moreover, the quantity Σk+1
ε is of class C1 on [0, T∗), and there exists a positive number K2,

depending only on σ, k and N , such that[
Σk+1
ε

]′
(t) ≤ K2Σ

k+1
ε (t)

(
∥ sin(Φε(·, t))∥2L∞ + ∥Uε(·, t)∥2L∞ + ∥∇Φε(·, t)∥2L∞ + ∥∇Uε(·, t)∥2L∞

+ ∥d2Φε(·, t)∥2L∞ + ε2∥d2Uε(·, t)∥2L∞ + ε ∥∇Φε(·, t)∥L∞
(
∥∇Φε(·, t)∥2L∞ + ∥∇Uε(·, t)∥2L∞

))
,

for any 0 ≤ t < T∗. Since k+1 > N/2+ 2, we can again invoke the Sobolev embedding theorem
and use the bounds in (27), (4.7) and (4.8) in order to find a further number K3, depending only
on σ, k and N , such that

∥ sin(Φε(·, t))∥2L∞ + ∥Uε(·, t)∥2L∞ + ∥∇Φε(·, t)∥2L∞

+ ∥∇Uε(·, t)∥2L∞ + ∥d2Φε(·, t)∥2L∞ + ε2∥d2Uε(·, t)∥2L∞ ≤ K3Σ
k+1
ε (t).

(4.24)

This gives [
Σk+1
ε

]′
(t) ≤ K2K3

(
Σk+1
ε (t)2 + εK

1
2
3 Σ

k+1
ε (t)

5
2

)
,

for any 0 ≤ t < T∗. Coming back to (4.23), we next simplify this inequality as[
Σk+1
ε

]′
(t) ≤ K2K3

(
1 +

(
2ε2K3Σ

k+1
ε (0)

) 1
2

)
Σk+1
ε (t)2.

In view of (27) and (29), there also exists a number K4, depending only on σ, k and N , such
that

2ε2K3Σ
k+1
ε (0) ≤ 2K3K4ε

2
(∥∥U0

ε

∥∥
Hk + ε

∥∥∇U0
ε

∥∥
Hk +

∥∥∇Φ0
ε

∥∥
Hk +

∥∥ sin(Φ0
ε)
∥∥
Hk

)2
< 1, (4.25)

when C∗ > 2K3K4. We conclude that[
Σk+1
ε

]′
(t) ≤ 2K2K3Σ

k+1
ε (t)2.

At this stage, we set

Tε :=
1

4K2K3Σ
k+1
ε (0)

, (4.26)

and we deduce from the previous inequality that

Σk+1
ε (t) ≤ Σk+1

ε (0)

1− 2K2K3Σ
k+1
ε (0)t

≤ 2Σk+1
ε (0),

when we additionally assume that t < Tε. In view of (4.24) and (4.25), we also have

ε∥Uε(·, t)∥L∞ ≤ εK
1
2
3 Σ

k+1
ε (0)

1
2 <

1√
2
,

so that
inf

x∈RN
ρε(x, t) ≥

1

2
.
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Finally, we derive as before from the Sobolev embedding theorem that∫ t

0

(
ε2
∥∥∥∥∇Uε(·, s)
ρε(·, s)

1
2

∥∥∥∥2
L∞

+
∥∥ρε(·, s) 1

2∇Φε(·, s)
∥∥2
L∞

)
ds ≤ K6

∫ t

0
Σk+1
ε (s) ds ≤ K6

2K2K3
< +∞.

In view of the characterization for the maximal time Tmax in Corollary 1, this guarantees that
the stopping time T∗ is at least equal to Tε. We finally derive from (27), (4.7) and (4.8) the
existence of a number K5, depending only on σ, k and N , such that∥∥Uε(·, t)

∥∥
Hk + ε

∥∥∇Uε(·, t)
∥∥
Hk +

∥∥∇Φε(·, t)
∥∥
Hk +

∥∥ sin(Φε(·, t))
∥∥
Hk

≤ K5Σ
k+1
ε (t)

1
2 ≤K5

(
2Σk+1

ε (0)
) 1

2

≤(2K4)
1
2K5

(∥∥U0
ε

∥∥
Hk + ε

∥∥∇U0
ε

∥∥
Hk +

∥∥∇Φ0
ε

∥∥
Hk +

∥∥ sin(Φ0
ε)
∥∥
Hk

)
.

In view of (4.26), we similarly obtain

Tε ≥
1

4K2K3K4

(
∥U0

ε ∥Hk + ε∥∇U0
ε ∥Hk + ∥∇Φ0

ε∥Hk + ∥ sin(Φ0
ε)∥Hk

)2 .
It then remains to suppose additionally that the number C∗ satisfies the conditions C∗ >
(2K4)

1
2K5 and C∗ > 4K2K3K4 in order to complete the proof of Corollary 2 when (U0

ε ,Φ
0
ε) ∈

NVk+4(RN ).

We finally rely on the continuity of the flow with respect to the initial datum in Corollary 1
in order to extend Corollary 2 to any arbitrary initial conditions (U0

ε ,Φ
0
ε) ∈ NVk+2(RN ) by a

density argument.

4.3 Proof of Lemma 1

When (U0,Φ0) ∈ Hk(RN ) × Hk+1
sin (RN ), it follows from Theorem 4 that there exists a maxi-

mal time of existence Tmax, and a unique solution (U,Φ) ∈ C0([0, Tmax),H
k(RN ) ×Hk+1

sin (RN ))
to (SGS) for this initial datum, with (∂tU, ∂tΦ) ∈ C0([0, Tmax),H

k−1(RN ) × Hk(RN )). In this
case, the functions t 7→ Eℓ

SG(U(·, t),Φ(·, t)) are well-defined and of class C1 on [0, Tmax) for any
1 ≤ ℓ ≤ k. Moreover, we deduce from (SGS), an integration by parts and the Leibniz formula
that

[Eℓ
SG(U,Φ)]

′(t) = σ
∑

|α|=ℓ−1

∑
β ̸=0
β≤α

(
α

β

)∫
RN

∂β
x cos(Φ(x, t))

(
∂α−β
x U(x, t) ∂α

x sin(Φ(x, t))

− ∂α
xU(x, t) ∂α−β

x sin(Φ(x, t))
)
dx,

for any t ∈ [0, Tmax). In particular, the Sine-Gordon energy E1
SG = ESG is conserved along the

flow. When ℓ ≥ 2, we can invoke Corollaries B.1 and B.3 in order to check that

[Eℓ
SG(U,Φ)]

′(t) ≤ A
(
∥U(·, t)∥2L∞ + ∥∇Φ(·, t)∥2L∞ + ∥ sin(Φ(·, t))∥2L∞

)
×

×
(
[Eℓ

SG(U,Φ)](t) + [Eℓ−1
SG (U,Φ)](t)

)
.

Here as in the sequel, the positive number A depends only on σ, k and N . Using the Sobolev
embedding theorem, we conclude that the quantity Σk

SG :=
∑k

ℓ=1E
ℓ
SG satisfies the inequality

[Σk
SG(U,Φ)]

′(t) ≤ A[Σk
SG(U,Φ)](t)

2,
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for any t ∈ [0, Tmax). In particular, we have

Σk
SG(U,Φ)(t) ≤ 2Σk

SG(U,Φ)(0),

when t ≤ T∗ := 1/(2AΣk
SG(U,Φ)(0)). In view of statements (i) and (iii) in Theorem 4, we infer

that T∗ ≤ Tmax, and we also obtain the existence of a positive number A∗, depending only on σ,
k and N , such that the solution (U,Φ) satisfies the statements in Lemma 1 for the number T∗.

In order to conclude the proof of Lemma 1, we finally invoke the continuity of the flow with
respect to the initial datum in Theorem 4 in order to extend Lemma 1 to the solutions (U,Φ)
to (SGS) corresponding to any arbitrary initial conditions (U0,Φ0) ∈ Hk−1(RN )×Hk

sin(RN ) by
a density argument.

4.4 Proof of Proposition 4

When (U0
ε ,Φ

0
ε) ∈ NVk+2(RN ), the pair (Uε,Φε) lies in C0([0, T ],NVk+1(RN )), so that the

quantity Kε(T ) is well-defined. Moreover, it follows from the Sobolev embedding theorem that

max
t∈[0,T ]

(
∥Uε(·, t)∥L∞+∥∇Uε(·, t)∥L∞ + ε∥d2Uε(·, t)∥L∞

+ ∥ sin(Φε(·, t))∥L∞ + ∥∇Φε(·, t)∥L∞ + ∥d2Φε(·, t)∥L∞

)
≤ CKε(T ).

(4.27)

Here as in the sequel, the positive number C depends only on σ, k and N . Combining this
inequality with the Moser estimates in Lemma B.1 and Corollary B.3, we are led to

max
t∈[0,T ]

∥RU
ε (·, t)∥Hk−1 ≤ CKε(T )

3
(
1 +Kε(T )

)
. (4.28)

Similarly, we derive

max
t∈[0,T ]

∥RΦ
ε (·, t)∥Hk−2 ≤ CKε(T )

(
1 + (1 + ε2)Kε(T )

2
)
. (4.29)

Here, we have also used (4.5) and (4.6), which remain available due to condition (36). With
these estimates at hand, we are in position to establish the three statements of Proposition 4.

Step 1. Proof of (37).

In view of statement (iv) in Corollary 1, and Theorem 4, the functions Φε and Φ are in
C0([0, T ],Φ0

ε + L2(RN )), respectively C0([0, T ],Φ0 + L2(RN )). Since Φ0
ε − Φ0 ∈ L2(RN ), the

function φε belongs to C0([0, T ], L2(RN )). Moreover, we can write the Duhamel formula corre-
sponding to (34) in order to obtain the identity

φε(·, t) = cos(tD)φ0
ε +

sin(tD)

D
v0ε+

∫ t

0

(
ε2 cos((t− s)D)RΦ

ε (·, s) +
sin((t− s)D)

D
×

×
(
ε2RU

ε (·, s)− σ sin
(
φε(·, s)

)
cos
(
Φε(·, s) + Φ(·, s)

)))
ds,

for any t ∈ [0, T ]. Here, we have set D =
√
−∆ as before. In view of (4.28) and (4.29), this

provides

∥φε(·, t)∥L2 ≤∥φ0
ε∥L2 + Ct∥v0ε∥L2 + C

∫ t

0
(t− s) ∥φε(·, s)∥L2 ds

+ Cε2Kε(T )t
(
1 + (1 + ε2 + t)Kε(T )

2 + tKε(T )
3
)
.
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Set X(t) := ∥φ0
ε∥L2 + C

∫ t
0 (t − s) ∥φε(·, s)∥L2 ds, and F (t) := Ct∥v0ε∥L2 + Cε2Kε(T )t

(
1 + (1 +

ε2 + t)Kε(T )
2 + tKε(T )

3
)
. The function X is of class C2 on [0, T ], and it satisfies

X ′′(t) = C∥φε(·, t)∥L2 ≤ C
(
X(t) + F (t)

)
,

for any t ∈ [0, T ]. Since X(0) = ∥φ0
ε∥L2 and X ′(0) = 0, integrating this differential inequality

yields

X(t) ≤ ∥φ0
ε∥L2 cosh

(√
Ct
)
+

√
C

∫ t

0
F (s) sinh

(√
C(t− s)

)
ds,

so that

∥φε(·, t)∥L2 ≤ ∥φ0
ε∥L2 cosh

(√
Ct
)
+ F (t) +

√
C

∫ t

0
F (s) sinh

(√
C(t− s)

)
ds.

Estimate (37) then follows from the identities

C

∫ t

0
s sinh

(√
C(t− s)

)
ds = sinh(

√
Ct)−

√
Ct,

and

C
√
C

∫ t

0
s2 sinh

(√
C(t− s)

)
ds = 2 cosh(

√
Ct)− 2− Ct2.

Step 2. Proof of (38).

Assume first that (U0,Φ0) ∈ H1(RN ) × H2
sin(RN ). In this case, the pair (∂tU, ∂tΦ) lie in

C0(R, L2(RN )×H1(RN )) by Theorem 3. Since (∂tUε, ∂tΦε) belongs to C0([0, T ], Hk(RN )2) when
(U0

ε ,Φ
0
ε) ∈ NVk+2(RN ), it follows that the energy E1

SG in (35) is of class C1 on [0, T ]. Moreover,
we have[

E1
SG

]′
(t) = σ

∫
RN

vε(x, t) sin(φε(x, t))
(
cos(φε(x, t))− cos

(
Φε(x, t) + Φ(x, t)

))
dx

+ε2
∫
RN

(
RU

ε (x, t) vε(x, t) +∇RΦ
ε (x, t) · ∇φε(x, t) + σ sin(φε(x, t)) cos(φε(x, t))R

Φ
ε (x, t)

)
dx,

for any t ∈ [0, T ]. We bound the first integral in this identity by

σ

∫
RN

vε(x, t) sin(φε(x, t))
(
cos(φε(x, t))− cos(Φε(x, t) + Φ(x, t))

)
dx ≤ 2σ

1
2E1

SG(t),

whereas the second integral is controlled by

ε2
∫
RN

(
RU

ε (x, t) vε(x, t)+∇RΦ
ε (x, t) · ∇φε(x, t) + σ sin(φε(x, t)) cos(φε(x, t))R

Φ
ε (x, t)

)
dx

≤E1
SG(t) +

ε4

2

(
∥RU

ε (·, t)∥2L2 + ∥∇RΦ
ε (·, t)∥2L2 + σ∥RΦ

ε (·, t)∥2L2

)
.

We then deduce from the Gronwall lemma that

E1
SG(t) ≤ C

(
E1
SG(0) + ε4 max

t∈[0,T ]

(
∥RU

ε (·, t)∥2L2 + σ∥RΦ
ε (·, t)∥2L2 + ∥∇RΦ

ε (·, t)∥2L2

))
eCt.

When N ≥ 2, or N = 1 and k > N/2 + 2, we can control uniformly with respect to ε the
right-hand side of this inequality by (4.28) and (4.29). This leads to the bound in (38) when
(U0,Φ0) ∈ H1(RN ) × H2

sin(RN ). We then complete the proof of (38) by a standard density
argument.
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Step 3. Proof of (39).

Let 2 ≤ ℓ ≤ k − 2. Since the pair (∂tvε, ∂tφε) belongs to C0([0, T ],Hk−1(RN )2), we can differen-
tiate the quantities Eℓ

SG in (35) and invoke (34) in order to obtain[
Eℓ
SG

]′
(t) := σ

∑
|α|=ℓ−1

∫
RN

(
∂α
x sin(φε) ∂

α
x

(
vε cos(φε)

)
− ∂α

x vε ∂
α
x

(
sin(φε) cos(Φε +Φ)

))
(x, t) dx

+ε2
∑

|α|=ℓ−1

∫
RN

(
∂α
x vε ∂

α
xR

U
ε + ∂α

x∇φε · ∂α
x∇RΦ

ε + σ∂α
x sin(φε) ∂

α
x

(
cos(φε)R

Φ
ε

))
(x, t) dx,

(4.30)

after an integration by parts. In order to bound the various terms in the right-hand side of this
identity, we first apply the Sobolev embedding theorem in order to get the bound

max
t∈[0,T ]

(
∥U(·, t)∥L∞ + ∥ sin(Φ(·, t))∥L∞ + ∥∇Φ(·, t)∥L∞

)
≤ Cκε(T ).

Combining (4.27) with Corollary B.3, this gives∥∥ cos(Φε(·, t)± Φ(·, t))
∥∥
Ḣℓ−1 ≤C

(∥∥ sin(Φε(·, t)± Φ(·, t))
∥∥
L∞

∥∥∇Φε(·, t)±∇Φ(·, t)
∥∥
Ḣℓ−1

+
∥∥∇Φε(·, t)±∇Φ(·, t)

∥∥
L∞

∥∥ sin(Φε(·, t)± Φ(·, t))
∥∥
Ḣℓ−2

)
≤Cκε(T )

2.

Setting Sk−2 :=
∑k−2

ℓ=1 E
ℓ
SG and assuming that k > N/2 + 3, we also derive from the Sobolev

embedding theorem that∥∥vε(·, t)∥∥L∞ +
∥∥ sin(φε(·, t))

∥∥
L∞ +

∥∥∇φε(·, t)
∥∥
L∞ ≤ CSk−2(t)

1
2 .

As a consequence of Lemma B.1, we are led to the following estimate of the integrals in the first
line of (4.30)∣∣∣∣ ∫

RN

(
∂α
x sin(φε) ∂

α
x

(
vε cos(φε)

)
− ∂α

x vε ∂
α
x

(
sin(φε) cos(Φε+Φ)

))
(x, t) dx

∣∣∣∣
≤C
(
1 + κε(T )

2
)
Sk−2(t).

Concerning the second line, we similarly check that

ε2
∣∣∣∣ ∫

RN

(
∂α
x vε ∂

α
xR

U
ε + ∂α

x∇φε · ∂α
x∇RΦ

ε + σ∂α
x sin(φε) ∂

α
x

(
cos(φε)R

Φ
ε

))
(x, t) dx

∣∣∣∣
≤C
(
Eℓ
SG(t) + ε4

(
∥RU

ε (·, t)∥2Ḣℓ−1 + ∥∇RΦ
ε (·, t)∥2Ḣℓ−1 + κε(T )

4 ∥RΦ
ε (·, t)∥2L∞ + ∥RΦ

ε (·, t)∥2Ḣℓ−1

)
.

Using (4.28), (4.29) and the Sobolev embedding theorem, we finally obtain[
Eℓ
SG

]′
(t) ≤ C

((
1 + κε(T )

2
)
Sk−2(t) + ε4κε(T )

2
(
1 + κε(T )

8 + ε4κε(T )
4
(
1 + κε(T )

4
)))

.

In view of Step 2, this inequality also holds for ℓ = 1. Hence, we have[
Sk−2

]′
(t) ≤C

(
1 + κε(T )

2
)
Sk−2(t)

+ Cε4 κε(T )
2
(
1 + κε(T )

8 + ε4 κε(T )
4
(
1 + κε(T )

4
))

.

Estimate (39) is then a direct consequence of the Gronwall lemma. This concludes the proof of
Proposition 4.
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5 The derivation of the wave equation

Our aim is now to prove Theorem 2, which shows that the dynamics of the Landau-Lifshitz
equation can be approximated by the free wave equation as ε, σ → 0. This relies on arguments
and estimates similar to the ones developed in the previous sections, with some modifications so
as to take into account the smallness of the parameter σ.

First, we could use Proposition 3 in order to control higher order derivatives. However, if σ is
small, we can obtain better estimates by considering the energy of order k ≥ 2

Ẽk
ε (Uε,σ,Φε,σ) :=

1

2

∑
|α|=k−1

∫
RN

(
ε2

|∇∂α
xUε,σ|2

1− ε2U2
ε,σ

+ |∂α
xUε,σ|2 + (1− ε2U2

ε,σ)|∇∂α
xΦε,σ|2

)
.

Setting Ẽ1
ε := Eε(Uε,σ,Φε,σ), and

Σ̃k
ε :=

k∑
j=1

Ẽj
ε , (5.1)

for k ≥ 1, we are led to the following estimates.

Proposition 5.1. Let ε < 1 and σ be fixed positive numbers, and k ∈ N, with k > N/2 + 1.
Consider a solution (Uε,σ,Φε,σ) to (HLLε), with (Uε,σ,Φε,σ) ∈ C0([0, T ],NVk+3(RN )) for a fixed
positive number T , and assume that

inf
RN×[0,T ]

1− ε2U2
ε,σ ≥ 1

2
. (5.2)

There exists a positive number C, depending only on k and N , such that[
Ẽℓ

ε

]′
(t) ≤ CΣ̃k+1

ε (t)
(
ε∥∇Φε,σ(·, t)∥2W 1,∞ + ε∥Uε,σ(·, t)∥2W 1,∞

+ ε3∥d2Uε,σ(·, t)∥2L∞ + σ
(
1 + ∥∇Φε,σ(·, t)∥kL∞

))
,

(5.3)

for any t ∈ [0, T ], and any 2 ≤ ℓ ≤ k + 1.

Proof. We proceed as in the the proof of Proposition 3 and keep the same notation, for which
we have [

Ẽℓ
ε

]′
(t) = I1 + I2 + I3 + Ĩ5,

where Ĩ5 is equal to I5 without the last term σ|∂α
x sin(Φε)|2. Using (5.2), the inequality 2ab ≤

a2 + b2, and the fact that 0 < ε < 1, we deduce from the proof of Proposition 3 that∣∣I1,1+I1,2+I2,1+I2,2+I3,1+I3,2+Ĩ5
∣∣ ≤ C

(
ε∥∇Φε,σ∥2W 1,∞+ε∥Uε,σ∥2W 1,∞+ε3∥d2Uε,σ∥2L∞

)
Σ̃k+1
ε .

In order to estimate the remaining terms, we rely on Corollary B.2. In view of Corollary B.1, we
obtain ∣∣I1,3∣∣ ≤ Cσ

(
∥ρε,σ∥L∞ ∥ sin(2Φε,σ)∥Ḣℓ−1 + ∥ρε,σ∥Ḣℓ−1 ∥ sin(2Φε,σ)∥L∞

) (
Σ̃k+1
ε

) 1
2

≤ Cσ
(
1 + ∥∇Φε,σ∥k−1

L∞ + ε2∥Uε,σ∥L∞∥ sin(Φε,σ)∥L∞

)
Σ̃k+1
ε .

Proceeding in a similar way, we also get∣∣I2,3∣∣+ ∣∣I3,3∣∣ ≤ Cεσ
(
1 + ∥∇Φε,σ∥kL∞

)
Σ̃k+1
ε .

This completes the proof of (5.3).
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In order to state the consequences of Proposition 5.1, we introduce the quantity

Kε,σ(t) :=
∥∥Uε,σ(·, t)

∥∥
Hk + ε

∥∥∇Uε,σ(·, t)
∥∥
Hk +

∥∥∇Φε,σ(·, t)
∥∥
Hk + σ

1
2

∥∥ sin(Φε,σ(·, t))
∥∥
L2 .

Corollary 5.1. Let ε < 1 and σ be fixed positive numbers, and k ∈ N, with k > N/2+ 1. There
exists a number A∗ ≥ 1 such that, if an initial condition (U0

ε,σ,Φ
0
ε,σ) ∈ NVk+2(RN ) satisfies

A∗εKε,σ(0) ≤ 1,

then there exists a positive time

Tε,σ ≥ 1

A∗max{σ, ε}
(
1 + Σ̃k+1

ε (0)
)max{2, k

2
}
,

such that the maximal time of existence of the solution (Uε,σ,Φε,σ) to (HLLε) with initial condi-
tion (U0

ε,σ,Φ
0
ε,σ) is greater than Tε,σ. Moreover, we have

√
2ε∥Uε,σ(·, t)∥L∞ ≤ 1,

and
Kε,σ(t) ≤ A∗Kε,σ(0),

for any t ∈ [0, Tε,σ].

Proof. The proof follows the same lines as the proof of Corollary 2. Indeed, the same arguments
show that the stopping time

T̃∗ := sup
{
t ∈ [0, Tmax) :

1

2
≤ inf

x∈RN
ρε,σ(x, τ) and Σ̃k+1

ε (τ) ≤ 2Σ̃k+1
ε (0) for any τ ∈ [0, t]

}
,

is positive, and that there exist two positive numbers K1 and K2, depending only on k and N ,
such that

K1Σ̃
k+1
ε (0) ≤ Kε,σ(0)

2 ≤ K2Σ̃
k+1
ε (0). (5.4)

Since Σ̃1
ε is constant in time, we infer from Proposition 5.1 and (5.1) that the following differential

inequality holds [
Σ̃k+1
ε

]′
(t) ≤ K3max

{
σ, ε
}
Σ̃k+1
ε (t)

(
1 + Σ̃k+1

ε (t)2 + Σ̃k+1
ε (t)

k
2

)
,

for any t ∈ [0, T̃∗) and a further positive number K3. In view of the definition of T̃∗ and the fact
that k ≥ 2, we can enlarge K3 such that

[
Σ̃k+1
ε

]′
(t) ≤ K3max

{
σ, ε
}
Σ̃k+1
ε (t)

(
1 + Σ̃k+1

ε (0)
)max{2, k

2
}
,

for any t ∈ [0, T̃∗). Setting

Tε,σ :=
ln(2)

K3max{σ, ε}
(
1 + Σ̃k+1

ε (0)
)max{2, k

2
}
,

we conclude as in Corollary 2 that T̃∗ ≥ Tε,σ. Bearing in mind (5.4), the other statements follow
also as in Corollary 2.

We now conclude the
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Proof of Theorem 2. The proof is simpler than the one of Theorem 1. Let Tε,σ be the time given
by Corollary 5.1, and fix T ∈ [0, Tε,σ]. Setting vε,σ := Uε,σ − U and φε,σ := Φε,σ − Φ, we derive
from (HLLε) and (FW) that{

∂tvε,σ = ∆φε,σ − σ
2 sin(2Φε,σ) + ε2RU

ε ,

∂tφε,σ = vε,σ + ε2RΦ
ε ,

(5.5)

with RU
ε and RΦ

ε as in (32) and (33). We next deduce from Corollary 5.1 and the Sobolev
embedding theorem that

max
t∈[0,T ]

(∥∥Uε,σ(·, t)
∥∥
L∞+

∥∥∇Uε,σ(·, t)
∥∥
L∞ + ε

∥∥d2Uε,σ(·, t)
∥∥
L∞ +

∥∥∇Φε,σ(·, t)
∥∥
L∞

)
≤ CKε,σ(0),

(5.6)

where C refers, here and in the sequel, to a positive number depending only on N and k.

Let 0 ≤ m ≤ k − 2. We have

σ
1
2 max
t∈[0,T ]

∥∥ sin(2Φε,σ(·, t))
∥∥
L2 ≤ Kε,σ(0), (5.7)

and we infer from (5.6), Lemma B.1 and Corollary B.2 that

max
t∈[0,T ]

∥∥ sin(2Φε,σ(·, t))
∥∥
Ḣℓ ≤ C

(
Kε,σ(0) +Kε,σ(0)

ℓ
)
, (5.8)

for any 1 ≤ ℓ ≤ m, and

max
t∈[0,T ]

∥∥RΦ
ε (·, t)

∥∥
Hm ≤ C

(
Kε,σ(0) +Kε,σ(0)

3 + σKε,σ(0)
m+1

)
. (5.9)

Similarly, we have
max
t∈[0,T ]

∥∥RU
ε (·, t)

∥∥
L2 ≤ C

(
σKε,σ(0)

2 +Kε,σ(0)
3
)
,

and
max
t∈[0,T ]

∥∥RU
ε (·, t)

∥∥
Ḣℓ−1 ≤ C

(
σKε,σ(0)

2 +Kε,σ(0)
3 + σKε,σ(0)

ℓ+1
)
.

for 2 ≤ ℓ ≤ m. Therefore, using the embedding L2(RN ) into H−1(RN ) if m = 0, we conclude
that

max
t∈[0,T ]

∥∥RU
ε (·, t)

∥∥
Hm−1 ≤ C

(
σKε,σ(0)

2 +Kε,σ(0)
3 + σKε,σ(0)

m+1
)
. (5.10)

In view of (5.5), the Duhamel formulation is given by

vε,σ(·, t) = cos(tD)v0ε,σ −D sin(tD)φ0
ε,σ

+

∫ t

0

(
cos((t− s)D)

(
ε2RU

ε (·, s)−
σ

2
sin
(
2Φε,σ(·, s)

))
− ε2 sin((t− s)D)DRΦ

ε (·, s)
)
ds,

φε,σ(·, t) = cos(tD)φ0
ε,σ +

sin(tD)

D
v0ε,σ

+

∫ t

0

(
sin((t− s)D)

D

(
ε2RU

ε (·, s)−
σ

2
sin
(
2Φε,σ(·, s)

))
+ ε2 cos((t− s)D)RΦ

ε (·, s)
)
ds,

for any t ∈ [0, T ]. Therefore, we are led to

∥vε,σ(·, t)∥Hm−1 + ∥φε,σ(·, t)∥Hm ≤ C
(
1 + t2

) (
∥v0ε,σ∥Hm−1 + ∥φ0

ε,σ∥Hm

+ max
s∈[0,T ]

(
σ∥ sin(2Φε,σ(·, s))∥Hm−1 + ε2∥RU

ε (·, s)∥Hm−1 + ε2∥RΦ
ε (·, s)∥Hm

))
.

(5.11)
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Thus, the estimate (16) follows from (5.7), (5.8), (5.9) and (5.10).

For 1 ≤ ℓ ≤ m, the estimate in the homogeneous Sobolev spaces is similar to (5.11). We only
replace the norms Hm and Hm−1 by Ḣℓ and Ḣℓ−1, and the term 1+ t2 by 1+ t in (5.11). Then,
the estimate (17) follows as before using (5.8) instead of (5.7).

A Properties of the sets Hk
sin(RN)

In this first appendix, we collect some useful properties of the sets Hk
sin(RN ). In particular, we

underline the reasons why the Cauchy problem for the Sine-Gordon equation in the product set
Hk

sin(RN )×Hk−1(RN ) cannot be immediately reduced to the usual Sobolev framework.

Let k ∈ N∗ be fixed. Recall first that the set Hk
sin(RN ) is not a vector space. Indeed, the constant

function π belongs to this set, but not the function π/2. On the other hand, it is an additive
group due to the trigonometric identities

sin(−ϕ) = − sin(ϕ), and sin(ϕ1 + ϕ2) = sin(ϕ1) cos(ϕ2) + sin(ϕ2) cos(ϕ1).

Since any function in the space Hk(RN ) belongs to Hk
sin(RN ), we infer that

Hk(RN ) +Hk
sin(RN ) ⊂ Hk

sin(RN ). (A.1)

Concerning the topological structure of the set Hk
sin(RN ), we identify this set with the quotient

group Hk
sin(RN )/πZ, and we endow it with the metric structure provided by the distance dksin

in (5).

In many places, we do not work with the distance dksin, but instead with the quantity

∥ϕ∥Hk
sin

:= dksin(ϕ, 0) =
(
∥ sin(ϕ)∥2L2 + ∥∇ϕ∥2Hk−1

) 1
2
.

This is an abuse of notation since this quantity is not a norm. However, we have the classical
identity

dksin(ϕ1, ϕ2) = ∥ϕ1 − ϕ2∥Hk
sin
.

so that the quantity ∥ϕ∥Hk
sin

satisfies the triangle inequality. Note also the useful estimate

∥ϕ∥Hk
sin

≤ ∥ϕ∥Hk , (A.2)

when ϕ ∈ Hk(RN ).

Coming back to (A.1), we provide a decomposition of any function ϕ ∈ Hk
sin(RN ) as a sum

ϕ = f + φ, with φ ∈ Hk(RN ) and f ∈ H∞
sin(RN ).

Lemma A.1. Given any function ϕ ∈ Hk
sin(RN ), there exist two functions f ∈ H∞

sin(RN ) and
φ ∈ Hk(RN ) such that ϕ = f + φ,

∥φ∥Hk ≤
√
2∥∇ϕ∥Hk−1 ,

and
∥f∥Hℓ

sin
≤ A∥ϕ∥Hk

sin
,

for any ℓ ≥ 1. The positive number A in this inequality only depends on k and ℓ.
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Proof. Consider a function χ ∈ C∞
c (RN ), with supp χ̂ ∈ B(0, 2), and such that

χ̂ = 1 on B(0, 1), and 0 ≤ χ̂ ≤ 1.

Set
f̂ = χ̂ ϕ̂, and φ̂ =

(
1− χ̂

)
ϕ̂,

so that ϕ = f + φ. By the Plancherel theorem, the function φ is in Hk(RN ), and it satisfies

∥φ∥L2 ≤ ∥∇ϕ∥L2 , and ∥∇φ∥Hk−1 ≤ ∥∇ϕ∥Hk−1 .

Concerning the function f , we check that

∥ sin(f)∥L2 = ∥ sin(ϕ− φ)∥L2 ≤ ∥ sin(ϕ)∥L2 + ∥φ∥L2 ≤ ∥ sin(ϕ)∥L2 + ∥∇ϕ∥L2 ,

and we also compute

∥∇f∥2Hℓ−1 ≤ A

∫
RN

(
1 + |ξ|2

)ℓ−1|χ̂(ξ)|2|∇̂ϕ(ξ)|2 dξ ≤ A5ℓ−k ∥∇ϕ∥2Hk−1 .

This decomposition is enough to establish the density of smooth functions.

Lemma A.2. Given any function ϕ ∈ Hk
sin(RN ), there exist functions ϕn ∈ H∞

sin(RN ), with
ϕn − ϕ ∈ L2(RN ), such that

∥ϕn − ϕ∥Hk → 0, (A.3)

as n → ∞. In particular, we have

dksin(ϕn, ϕ) = ∥ϕn − ϕ∥Hk
sin

→ 0.

Proof. Let us decompose the function ϕ as ϕ = f +φ, with f ∈ H∞
sin(RN ) and φ ∈ Hk(RN ). By

standard density theorems in the Sobolev spaces, there exist smooth functions φn ∈ H∞(RN )
such that

∥φn − φ∥Hk → 0,

as n → ∞. Setting ϕn = f + φn, we have ϕn − ϕ = φn − φ ∈ L2(RN ), so that

∥ϕn − ϕ∥Hk = ∥φn − φ∥Hk → 0.

Moreover, we derive from (A.1) that the functions ϕn are in H∞
sin(RN ). The last convergence in

Lemma A.2 follows from (A.2) and (A.3).

In our analysis of the Sine-Gordon regime, it is important to control uniformly the function
ϕ ∈ Hk

sin(RN ), at least when the integer k is large enough. In order to obtain such a control, we
study the behaviour at infinity of the functions in the space H1

sin(RN ) in the spirit of the work
by Gérard [14] about the energy space of the Gross-Pitaevskii equation.

Lemma A.3. Let ϕ ∈ H1
sin(RN ).

(i) For N = 1, the function ϕ is uniformly continuous and bounded on R, and there exist two
integers (ℓ+, ℓ−) ∈ Z2 such that

ϕ(x) → ℓ±π,

as x → ±∞. Moreover, the differences ϕ− ℓ±π are in L2(R±).

(ii) For N ≥ 2, there exists an integer ℓ ∈ Z such that

ϕ− ℓπ ∈ H1(RN ).
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Proof. When N = 1, the Sobolev embedding theorem implies the uniform continuity of ϕ, and
then of sin2(ϕ). Since this function is integrable on R, it converges to 0 as x → ±∞. As a
consequence of the continuity of the function ϕ, there exist two integers (ℓ+, ℓ−) ∈ Z2 such that
we have the convergences in (i). In particular, the function ϕ is bounded. Moreover, we have the
pointwise inequality |ϕ(x)− ℓ+π| ≤ π/2 for x large enough, so that the Jordan inequality gives

2

π
|ϕ(x)− ℓ+π| ≤ | sin(ϕ(x))|.

This is enough to prove that the functions ϕ− ℓ+π, and similarly ϕ− ℓ−π, are in L2(R±).

The proof of (ii) is similar. Let us consider two functions f ∈ H∞
sin(RN ) and φ ∈ H1(RN ) such

that ϕ = f + φ. By the Sobolev embedding theorem, the functions f and sin2(f) are uniformly
continuous. The existence of an integer ℓ such that

f(x) → ℓπ,

as |x| → ∞, follows as before. The property that f − ℓπ is square integrable results again from
the Jordan inequality. In view of the decomposition for ϕ, this is enough to guarantee that ϕ−ℓπ
lies in H1(RN ).

Remark A.1. When N ≥ 2, the quotient group H1
sin(RN )/πZ reduces to the Sobolev space

H1(RN ). In view of (A.2), the H1-norm controls the quantity ∥ · ∥H1
sin

, but the opposite is false.
Given a function χ ∈ C∞(RN ) such that

χ = 1 on B(0, 1), and χ = 0 outside B(0, 2),

we can set
ϕn(x) = nχ

(x
n

)
,

and check the existence of a positive number A, depending only on N , such that

∥ϕn∥L2 ≥ An∥ϕn∥H1
sin
,

for any integer n ≥ 1.

When N ≥ 2, we recover the uniform continuity and the boundedness of a function ϕ ∈ Hk
sin(RN )

assuming that the integer k is large enough.

Corollary A.1. Let N ≥ 2 and k > N/2. The functions ϕ ∈ Hk
sin(RN ) are uniformly continuous

and bounded, and there exists an integer ℓ∞ ∈ Z such that

ϕ(x) → ℓ∞π, (A.4)

as |x| → ∞. When N ≥ 3, there exists a positive number A, depending only on k and N , such
that

∥ϕ− ℓ∞π∥L∞ ≤ A∥∇ϕ∥Hk−1 . (A.5)

Proof. Lemma A.3 provides an integer ℓ∞ ∈ Z such that the function ϕ − ℓ∞π is in Hk(RN ).
The uniform continuity and boundedness of ϕ then results from the Sobolev embedding theorem,
as well as the limit in (A.4).

Estimate (A.5) is a consequence of the Sobolev and Morrey inequalities. Set q = 2N if k ≥ N/2+
1, and q = qk otherwise, where the number qk is defined by the identity 1/qk = 1/2− (k− 1)/N .
There exists a positive number A, depending only on k and N , such that

|ϕ(x)− ϕ(y)| ≤ A|x− y|1−
N
q ∥∇ϕ∥Lq ≤ A|x− y|1−

N
q ∥∇ϕ∥Hk−1 ,
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for any (x, y) ∈ R2N . On the other hand, it follows from the Sobolev embedding theorem that

∥ϕ− ℓ∞π∥
L

2N
N−2

≤ A∥∇ϕ∥L2 .

Combining these inequalities, we deduce from the Hölder inequality that

|ϕ(x)− ℓ∞π| ≤ 1

|B(x, 1)|

(∫
B(x,1)

|ϕ(x)−ϕ(y)| dy +
∫
B(x,1)

|ϕ(y)− ℓ∞π| dy
)

≤A
(
∥∇ϕ∥Hk−1 + ∥ϕ− ℓ∞π∥

L
2N
N−2

)
≤ A∥∇ϕ∥Hk−1 .

This concludes the proof of Corollary A.1.

Remark A.2. For N = 1, though the functions ϕ ∈ H1
sin(R) are bounded and have limits ℓ±π

at ±∞, there are no positive numbers A± such that

∥ϕ− ℓ±π∥L∞(R±) ≤ A±∥ϕ∥H1
sin(R±), (A.6)

for any ϕ ∈ H1
sin(R). For instance, the even functions ϕn given by

ϕn(x) =


nπ if 0 ≤ x ≤ nπ,

2nπ − x if nπ ≤ x ≤ 2nπ,

0 if x ≥ 2nπ,

satisfy

∥ϕn − ℓ±n π∥L∞(R±) = nπ, and ∥ϕn∥H1
sin(R±) =

√
3nπ

2
,

with ℓ±n = 0. Inequality (A.6) cannot hold for n large enough.

Remark A.3. When N = 2 and k > N/2, the Sobolev embedding theorem provides the
existence of a positive number A, depending only on k, such that

∥ϕ− ℓ∞π∥L∞ ≤ A∥ϕ− ℓ∞π∥Hk .

On the other hand, there is no positive number A such that

∥ϕ− ℓ∞π∥L∞ ≤ A∥ϕ∥Hk
sin
. (A.7)

Indeed, let us consider the functions vn defined by

vn(r) =


nπ if 0 ≤ r ≤ rn := nπ

ln(n)2
,

nπ
(
ln(nπ)−ln(r)
ln(ln(n)) − 1

)
if rn ≤ r ≤ sn := nπ

ln(n) ,

0 if r ≥ sn,

for any integer n ≥ 3. Given a non-negative and non-increasing function χ ∈ C∞(R) such that

χ = 1 on (−∞,−1], and χ = 0 on [1,∞),

we set
ϕn(x) = nπ

(
1− χ(rn + 2− |x|)

)
+ vn(|x|)χ(rn + 2− |x|)χ

(
|x| − sn + 2

)
,

for any x ∈ R2. The functions ϕn are smooth and compactly supported, so that they belong to
the space H∞

sin(R2), with limits at infinity ℓ∞n π = 0. On the other hand, we check that

∥ϕn∥L∞ = nπ, ∥ sin(ϕn)∥L2 = O
(

n√
ln(n)

)
and ∥∇ϕn∥L2 = O

(
n√

ln(ln(n))

)
,
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for n → ∞, while

∥Dkϕn∥L2 = O
(√

n ln(n)

ln(ln(n))

)
,

for any k ≥ 2. This contradicts the existence of a positive number A such that (A.7) holds.

For N = 1, the limits at infinity ℓ±π of a function ϕ ∈ H1
sin(R) can be different. This set

does not reduce to a collection of constant translations of the space H1(R). When N = 2
and k ≥ 2, the uniform norm of a function ϕ ∈ Hk

sin(R2) is not controlled by the quantity
∥ϕ∥Hk

sin
. At least in these two cases, bringing the Cauchy problem for the Sine-Gordon equation

in Hk
sin(RN )×Hk−1(RN ) back to a standard Sobolev setting is not immediate.

B Tame estimates and composition in Sobolev spaces

For m ∈ N, we denote by Ḣm(RN ) the homogeneous Sobolev space endowed with the semi-norm

∥f∥Ḣm :=
∑

|α|=m

∥∂αf∥L2 .

We recall the following Moser estimates (see e.g. [25, 17, 2]).

Lemma B.1. (i) Let (f, g) ∈ L∞(RN )2 ∩ Ḣm(RN )2. The product fg is in Ḣm(RN ), and there
exists a positive number Cm, depending only on m, such that

∥f g∥Ḣm ≤ Cmmax
{
∥f∥L∞ ∥g∥Ḣm , ∥f∥Ḣm ∥g∥L∞

}
≤ Cm

(
∥f∥L∞ ∥g∥Ḣm + ∥f∥Ḣm ∥g∥L∞

)
.

More generally, given any functions (f1, . . . , fj) ∈ L∞(RN )j ∩ Ḣm(RN )j, there exists a positive
number Cj,m, depending only on j and m, such that

∥∂α1f1 · · · ∂αjfj∥L2 ≤ Cj,m max
1≤i≤j

∏
ℓ ̸=i

∥fℓ∥L∞ ∥fi∥Ḣm ,

for any α = (α1, . . . , αj) ∈ NN such that
∑j

i=1 |αi| = m.

(ii) Let m ∈ N∗. When f ∈ L∞(RN ) ∩ Ḣm(RN ) and F ∈ Cm(RN ), the composition function
F (f) is in Ḣm(RN ), and there exists a positive number Cm, depending only on m, such that

∥F (f)∥Ḣm ≤ Cm max
1≤ℓ≤m

∥F (ℓ)∥L∞ ∥f∥ℓ−1
L∞ ∥f∥Ḣm . (B.1)

As a direct consequence of Lemma B.1, we obtain the following useful estimates.

Corollary B.1. Let m ∈ N, with m ≥ 2, and (α, β) ∈ N2N , with |α| = m and β ≤ α. There
exists a positive number Cm, depending only on m, such that we have the following estimates.

(i) If |β| ≥ 1, ∇f ∈ L∞(RN ) ∩ Ḣm−1(RN ) and g ∈ L∞(RN ) ∩ Ḣm−1(RN ), then

∥Dβf Dα−βg∥L2 ≤ Cmmax
{
∥∇f∥L∞ ∥g∥Ḣm−1 , ∥f∥Ḣm ∥g∥L∞

}
.

(ii) If |β| ≥ 2, D2f ∈ L∞(RN ) ∩ Ḣm−2(RN ) and g ∈ L∞(RN ) ∩ Ḣm−2(RN ), then

∥Dβf Dα−βg∥L2 ≤ Cmmax
{
∥D2f∥L∞ ∥g∥Ḣm−2 , ∥f∥Ḣm ∥g∥L∞

}
.

(iii) If 1 ≤ |β| ≤ m− 1, ∇f ∈ L∞(RN ) ∩ Ḣm−1(RN ) and ∇g ∈ L∞(RN ) ∩ Ḣm−1(RN ), then

∥Dβf Dα−βg∥L2 ≤ Cmmax
{
∥∇f∥L∞ ∥g∥Ḣm−1 , ∥f∥Ḣm−1 ∥∇g∥L∞

}
.
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Our previous analysis of the Sine-Gordon regime of the Landau-Lifshitz equation requires bounds
on the functions sin(f) and cos(f), which do not depend on the uniform bound of the function f .
We indeed do not control this quantity in the Hamiltonian framework under our consideration.

In this direction, we derive from Lemma B.1 the following bounds, which only depend on the
uniform norm of the gradient ∇f .

Corollary B.2. Let m ∈ N, with m ≥ 2. There exists a positive number Cm, depending only on
m, such that

∥ sin(f)∥Ḣm + ∥ cos(f)∥Ḣm ≤ Cm(1 + ∥∇f∥m−1
L∞ )∥∇f∥Hm−1 , (B.2)

for any function f : RN → R, with ∇f ∈ L∞(RN ) ∩ Ḣm−1(RN ).

Proof. The proof is by induction. For m = 2, we directly check that

∥ sin(f)∥Ḣ2 + ∥ cos(f)∥Ḣ2 ≤ 2
(
∥∇f∥L2∥∇f∥L∞ + ∥D2f∥L2

)
.

Let us assume that (B.2) holds for any 2 ≤ ℓ ≤ m. It results from Lemma B.1 and the inductive
assumption that

∥ sin(f)∥Ḣm+1 = ∥ cos(f)∇f∥Ḣm ≤Cm

(
∥ cos(f)∥L∞ ∥∇f∥Ḣm + ∥ cos(f)∥Ḣm ∥∇f∥L∞

)
≤Cm

(
∥f∥Ḣm+1 + (1 + ∥∇f∥m−1

L∞ ) ∥∇f∥Hm−1 ∥∇f∥L∞
)

≤Cm

(
1 + ∥∇f∥mL∞

)
∥∇f∥Hm .

The proof for cos(f) follows in the same manner.

In some parts of our proofs, we need to avoid the polynomial growth on the norm ∥∇f∥L∞ in
Corollary B.2. For this reason, we establish the next bounds with an at most linear growth in
terms of the norm ∥∇f∥L∞ .

Corollary B.3. Let m ≥ 2. There exists a positive number Cm, depending only on m, such that

∥ cos(f)∥Ḣm ≤ Cm

(
∥ sin(f)∥L∞ + ∥∇f∥L∞

)
max

{
∥ sin(f)∥Ḣm−1 , ∥f∥Ḣm

}
, (B.3)

for any function f : RN → R such that sin(f) ∈ Hm−1(RN ), ∇f ∈ L∞(RN ) and ∇f ∈
Hm−1(RN ).

Proof. Lemma B.1 indeed provides

∥ cos(f)∥Ḣm = ∥ sin(f)∇f∥Ḣm−1 ≤ Cmmax
{
∥ sin(f)∥L∞ ∥f∥Ḣm , ∥∇f∥L∞ ∥ sin(f)∥Ḣm−1

}
,

which yields (B.3).

C Solitons of the Landau-Lifshitz equation

Solitons are special solutions to the one-dimensional Landau-Lifshitz equation, which take the
form

m(x, t) = mc(x− ct),

for a given speed c ∈ R. The profile mc is solution to the ordinary differential equation

−cm′
c +mc ×

(
m′′

c − λ1[mc]1e1 − λ3[mc]3e3
)
= 0.
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In the case of biaxial ferromagnets, we can assume, without loss of generality, that λ3 > λ1 > 0.
Set c∗ := λ

1/2
3 − λ

1/2
1 . For |c| ≤ c∗, non-constant solitons mc are explicitly given by the formulae

m±
c (x) =

(
a±c

cosh(µ±
c x)

, tanh(µ±
c x),

(1− (a±c )
2)

1
2

cosh(µ±
c x)

)
,

up to the geometric invariances of the equation, which are the translations and the orthogonal
symmetries with respect to the lines Re1, Re2 and Re3. In this formula, the values of a±c and µ±

c

are equal to

a±c := δc

(
c2 + λ3 − λ1 ∓

(
(λ3 + λ1 − c2)2 − 4λ1λ3

) 1
2

2(λ3 − λ1)

) 1
2

,

and

µ±
c =

(
λ3 + λ1 − c2 ±

(
(λ3 + λ1 − c2)2 − 4λ1λ3

) 1
2

2

) 1
2

,

with δc = 1, if c ≥ 0, and δc = −1, when c < 0. Note that

(µ±
c )

2 = λ1(a
±
c )

2 + λ3(1− (a±c )
2).

The Landau-Lifshitz energy of the solitons m±
c is equal to

ELL(m
±
c ) = 2µ±

c .

The solitons form two branches in the plane (c, ELL).

2(λ1λ3)
1

4

2λ
1

2

3

2λ
1

2

1

0 c
∗ c

ELL(mc)

Figure 1: The curves ELL(m
+
c ) and ELL(m

−
c ) in dotted and solid lines, respectively.

The lower branch corresponds to the solitons m−
c , and the upper one to the solitons m+

c as
depicted in Figure 1. The lower branch is strictly increasing and convex with respect to c ∈ [0, c∗],
with

E(m−
0 ) = 2λ

1
2
1 and E(m−

c∗) = 2(λ1λ3)
1
4 .

The upper branch is a strictly decreasing and concave function of c ∈ [0, c∗], with

E(m+
0 ) = 2λ

1
2
3 and E(m+

c∗) = 2(λ1λ3)
1
4 .

The two branches meet at the common soliton m−
c∗ = m+

c∗ .

In the limit λ1 → 0, the lower branch vanishes, while the upper branch goes to the branch of
solitons for the Landau-Lifshitz equation with an easy-plane anisotropy (see e.g. [8]).
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In the sequel, we focus on the solitons m−
c corresponding to the lower branch. Since a−c is a

strictly decreasing and a continuous function of c, with

a−0 = 1 and a−c∗ =
( √

λ3√
λ1 +

√
λ3

) 1
2
,

the function m̌−
c := [m−

c ]1 + i[m−
c ]2 may always be lifted as

m̌−
c =

(
1− [m−

c ]
2
3

) 1
2
(
sin(φ−

c ) + i cos(φ−
c )
)
,

with

φ−
c (x) = 2 arctan

((
(a−c )

2 + sinh2(µ−
c x)

) 1
2 − sinh(µ−

c x)

a−c

)
.

When c = 0, we observe that

φ−
0 (x) = 2 arctan

(
e−λ

1
2
1 x
)
. (C.1)

Let us now fix a number 0 < ε < 1, and set λ1 = νε and λ3 = 1/ε, so that c∗ = 1/ε1/2− (νε)1/2.
Given a number 0 ≤ τ < 1, we are allowed to consider the solitons m−

cε with speeds cε = τ/ε1/2

when ε is small enough. In this regime, the parameters a−cε and µ−
cε satisfy

ac−ε = 1− ντ2ε2

2(1− τ2)
− ν2τ2(8− 7τ2 + 3τ4)ε4

8(1− τ2)3
+O

(
ε6
)
,

and

µ−
cε =

( νε

1− τ2

) 1
2
(
1− ντ2ε2

(1− τ2)2
+O

(
ε4
))

,

when ε → 0. Here as in the sequel, the notation O
(
εk
)

stands for a quantity, which is bounded
by Cεk, where the positive number C only depends on ν and τ . Coming back to the scaling
performed so as to obtain (HLLε), we compute

Ucε(x, t) :=
1

ε

[
m−

cε

(x− τt

ε
1
2

)]
3
=

ν
1
2 τ +O(ε2)

(1− τ2)
1
2 cosh

(
(ν

1
2+O(ε2))(x−τt)

(1−τ2)
1
2

) ,
and

Φcε(x, t) := φ−
cε

(x− τt

ε
1
2

)
= 2arctan

((
1 +O(ε2)

) (
exp

(
− (ν

1
2 +O(ε2))(x− τt)

(1− τ2)
1
2

)
+O(ε2)

))
.

In view of (13), the pairs (Ucε ,Φcε) form a family of solitons for (HLLε) with speed τ , which
converge towards the soliton (Uτ ,Φτ ) with speed τ of the Sine-Gordon system in (SGS). Actually,
the pairs (Ucε ,Φcε) and (Uτ ,Φτ ) are identically equal for τ = 0. When τ ̸= 0, they satisfy the
estimates

∥Ucε − Uτ∥Hk + ∥ sin(Φcε − Φτ )∥L2 + ∥Φcε − Φτ∥Hk+1 ≤ Ckε
2,

for ε small enough and any integer k. Here, the positive numbers Ck only depend on ν, τ and
k. Moreover, we can check that

∥Ucε − Uτ∥L2

ε2
∼

ε→0

ν
5
4 τ(2− 2τ2 + τ4)

2(1− τ2)
9
4

(∫
R

(
cosh(x) +

2τ2

2− 2τ2 + τ4
x sinh(x)

)2 dx

cosh(x)2

) 1
2

.

Since the integral in the right-hand side of this formula is positive, this equivalence proves that
the estimates of order ε2 in Theorem 1 are sharp.

65



Acknowledgments. The authors acknowledge support from the project “Schrödinger equations
and applications” (ANR-12-JS01-0005-01) of the Agence Nationale de la Recherche, and from the
grant “Qualitative study of nonlinear dispersive equations” (Dispeq) of the European Research
Council. A. de Laire was partially supported by the Labex CEMPI (ANR-11-LABX-0007-01)
and the MathAmSud program.

References

[1] I. Bejenaru, A.D. Ionescu, C.E. Kenig, and D. Tataru. Global Schrödinger maps in dimen-
sions d ≥ 2: Small data in the critical Sobolev spaces. Annals of Math., 173(3):1443–1506,
2011.

[2] F. Béthuel, R. Danchin, and D. Smets. On the linear wave regime of the Gross-Pitaevskii
equation. J. Anal. Math., 110(1):297–338, 2009.

[3] F. Béthuel, P. Gravejat, J.-C. Saut, and D. Smets. On the Korteweg-de Vries long-wave
approximation of the Gross-Pitaevskii equation I. Int. Math. Res. Not., 2009(14):2700–2748,
2009.

[4] F. Béthuel, P. Gravejat, J.-C. Saut, and D. Smets. On the Korteweg-de Vries long-wave
approximation of the Gross-Pitaevskii equation II. Commun. Partial Differential Equations,
35(1):113–164, 2010.

[5] R. Buckingham and P.D. Miller. Exact solutions of semiclassical non-characteristic Cauchy
problems for the Sine-Gordon equation. Phys. D, 237(18):2296–2341, 2008.

[6] N.-H. Chang, J. Shatah, and K. Uhlenbeck. Schrödinger maps. Comm. Pure Appl. Math.,
53(5):590–602, 2000.

[7] D. Chiron. Error bounds for the (KdV)/(KP-I) and the (gKdV)/(gKP-I) asymptotic regime
for nonlinear Schrödinger type equations. Ann. Inst. Henri Poincaré, Analyse Non Linéaire,
31(6):1175–1230, 2014.

[8] A. de Laire. Minimal energy for the traveling waves of the Landau-Lifshitz equation. SIAM
J. Math. Anal., 46(1):96–132, 2014.

[9] A. de Laire and P. Gravejat. Stability in the energy space for chains of solitons of the
Landau-Lifshitz equation. J. Differential Equations, 258(1):1–80, 2015.

[10] W. Ding and Y. Wang. Schrödinger flow of maps into symplectic manifolds. Sci. China Ser.
A, 41(7):746–755, 1998.

[11] L.C. Evans. Partial differential equations, volume 19 of Graduate Studies in Mathematics.
Amer. Math. Soc., Providence, Second edition, 2010.

[12] L.D. Faddeev and L.A. Takhtajan. Hamiltonian methods in the theory of solitons. Classics
in Mathematics. Springer-Verlag, Berlin, 2007. Translated by A.G. Reyman.

[13] C. Gallo. The Cauchy problem for defocusing nonlinear Schrödinger equations with non-
vanishing initial data at infinity. Commun. Partial Differential Equations, 33(5):729–771,
2008.

66



[14] P. Gérard. The Gross-Pitaevskii equation in the energy space. In A. Farina and J.-C. Saut,
editors, Stationary and time dependent Gross-Pitaevskii equations, volume 473 of Contemp.
Math., pages 129–148. Amer. Math. Soc., Providence, RI, 2008.

[15] P. Germain and F. Rousset. Long wave limit for Schrödinger maps. Preprint, 2016.
http://arxiv.org/abs/1604.05710.

[16] B. Guo and S. Ding. Landau-Lifshitz equations, volume 1 of Frontiers of Research with the
Chinese Academy of Sciences. World Scientific, Hackensack, 2008.

[17] L. Hörmander. Lectures on nonlinear hyperbolic differential equations, volume 26 of Mathé-
matiques et Applications. Springer-Verlag, Berlin, 1997.

[18] M. Keel and T. Tao. Endpoint Strichartz estimates. Amer. J. Math., 120(5):955–980, 1998.

[19] A.M. Kosevich, B.A. Ivanov, and A.S. Kovalev. Magnetic solitons. Phys. Rep., 194(3-4):117–
238, 1990.

[20] L.D. Landau and E.M. Lifshitz. On the theory of the dispersion of magnetic permeability
in ferromagnetic bodies. Phys. Zeitsch. der Sow., 8:153–169, 1935.

[21] E. Madelung. Quantentheorie in hydrodynamischer Form. Zts. f. Phys., 40(3-4):322–326,
1926.

[22] H. McGahagan. An approximation scheme for Schrödinger maps. Commun. Partial Differ-
ential Equations, 32(3):375–400, 2007.

[23] F. Merle, P. Raphaël, and I. Rodnianski. Blowup dynamics for smooth data equivariant
solutions to the critical Schrödinger map problem. Invent. Math., 193(2):249–365, 2013.

[24] H.-J. Mikeska and M. Steiner. Solitary excitations in one-dimensional magnets. Adv. in
Phys., 40(3):191–356, 1991.

[25] J. Moser. A rapidly convergent iteration method and non-linear differential equations. II.
Ann. Scuola Norm. Sup. Pisa (3), 20(3):499–535, 1966.

[26] R. Schoen and K. Uhlenbeck. Boundary regularity and the Dirichlet problem for harmonic
maps. J. Diff. Geom., 18:253–268, 1983.

[27] J. Shatah and M. Struwe. Geometric wave equations, volume 2 of Courant Lecture Notes in
Mathematics. Amer. Math. Soc., Providence, 1998.

[28] J. Shatah and C. Zeng. Schrödinger maps and anti-ferromagnetic chains. Comm. Math.
Phys., 262(2):299–315, 2006.

[29] E.K. Sklyanin. On complete integrability of the Landau-Lifshitz equation. Technical Report
E-3-79, Leningrad Department of Steklov Institute of Mathematics of the USSR Academy
of Sciences, 1979.

[30] P.-L. Sulem, C. Sulem, and C. Bardos. On the continuous limit for a system of classical
spins. Comm. Math. Phys., 107(3):431–454, 1986.

[31] T. Tao. Finite time blowup for high dimensional nonlinear wave systems with bounded
smooth nonlinearity. Commun. Partial Differential Equations, 41(8):1204–1229, 2016.

[32] M.E. Taylor. Partial differential equations III, volume 117 of Applied Mathematical Sciences.
Springer-Verlag, New-York, Second edition, 2011.

67



[33] F. Trèves. Basic linear partial differential equations, volume 62 of Pure and Applied Math-
ematics. Academic Press, New-York, 1975.

[34] Y.L. Zhou and B.L. Guo. Existence of weak solution for boundary problems of systems of
ferro-magnetic chain. Sci. China Ser. A, 27(8):799–811, 1984.

68


